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Abstract 
Contemporary robots increasingly become part of work 
groups and teams and assume new roles: formerly 
being tools, they now start to interact with their human 
team members and become social interaction partners. 
But factors considering social interaction are 
underrepresented in robot behavioral design, but 
research in this area is steadily increasing. One of the 
most important aspects of successful social interaction 
is perceived fairness, as it improves trust, social 
functioning and performance of a team. We give an 
overview on current design factors for social Human-
Robot Interaction (HRI) and argue why insights from 
research on organizational justice contribute to better 
HRI and team effectiveness. We introduce the concept 
and importance of justice and apply this to social HRI. 
Finally, we propose requirements for the design of fair 
robot behavior and discuss further research questions. 
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Introduction 
To ensure effectiveness in human-robot teams, robot 
design has to consider the robot’s individual behavior 
and appearance as well as its social interactions with 
human team members. Robotics research often 
considers social science insights in robot design to meet 
this demand. One important factor for successful social 
interaction in teams, recognized in both robotics and 
social sciences, is trust [15, 17]. However, empirical 
evidence on robot factors that build trust is rare. To 
narrow this research gap, we introduce fairness as a 
fundamental basis for trust and team effectiveness [4]. 
Fairness is perceived when decisions comply with the 
principles of organizational justice. These principles are 
well known in work and organizational psychology, but 
as of yet, they are not or only fragmentarily included in 
robot behavioral design.  

Therefore, we analyze and discuss current guidelines 
for social Human-Robot Interaction (HRI), including 
anthropometric and psychological design factors, and 
argue why organizational justice research contributes 
to better social HRI and team effectiveness. 
Subsequently, organizational justice is introduced and 
applied to social HRI. Finally, we propose requirements 
for fair robot design and discuss further research. 

Current Design Factors for Social HRI 
This section focusses on recent developments that 
enable robots to socially interact with humans and 
become part of a work group or team.  

Fong and colleagues [11] define social robots as 
“embodied agents that are part of a heterogeneous 
group: a society of robots or humans. They are able to 
recognize each other and engage in social interactions”. 

Therefore, robots that are part of a team (a society of 
humans and robots) should be able to engage in social 
interactions. 

Recent developments in social robotics acknowledge 
anthropomorphic aspects in robot behavioral design. 
These aspects may refer to robots’ shapes, behaviors 
and interaction with humans [7]. Hence, 
anthropomorphism is not limited to the physical 
appearance of the robot. In order to create socially 
acceptable robots, it is necessary to develop familiarity 
by anthropomorphic design and social characteristics 
pertaining to humans [10]. Goetz and colleagues [13] 
establish this relation between the social cues in robots 
and general acceptance: The users in this study tend to 
prefer robots with anthropomorphic characteristics that 
match the sociability required in the given scenarios. 

One of the recent additions to the world of social robots 
is Tega from MIT Media Lab. This robot is designed to 
interact with children and establish long-term 
interactions with them [19]. Probo [24] is another 
robot that incorporates an appearance that is appealing 
to children. It is a huggable animal-like robot, designed 
to act as a social interaction partner. The robot head 
“Flobi” is a novel anthropomorphic robot head that 
combines state-of-the-art sensing functionality with an 
exterior that elicits a sympathetic emotional response. 
It can display emotions in a human-like way, to enable 
intuitive human-robot-interaction and is capable of 
displaying primary emotions as well as secondary 
emotions like shame [16]. EDGAR, Expression Display 
& Gesturing Avatar Robot by Nanyang Technological 
University, is another example of human like adaptation 
in social robotics [1]. The head of the robot has a rear 
projection system that is capable to display facial 

 

Figure 1: TEGA, 
http://robotic.media.mit.edu/port
folio/robot-vocal-expressivity/ 

 

Figure 2: Probo, 
http://probo.vub.ac.be/Probo/RA
T.htm 

 

Figure 3: Flobi, 
https://aiweb.techfak.uni-
bielefeld.de/flobi-head 
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features and expressions on the robot face. This makes 
it suitable for social interactions as demonstrated with 
SociBot Head and RoboThespian from Engineered Arts 
[12]. Another advanced social robot is Pepper [9] from 
Aldebaran Robotics. It is equipped with an emotion 
engine that can perceive the user’s emotions, by 
analyzing their voice and facial expressions, resulting in 
the robot trying to adapt its attitude to suit the user. 

As we can see, roboticists make an effort to design 
human-like and socially acceptable robots by choosing 
the robot design to suit the task or targeted user 
group. Other studies suggest additional psychological 
factors for social HRI through human-likeness, including 
autonomy, imitation, intrinsic moral value, moral 
accountability, privacy and reciprocity [18]. 

Most of these factors tap into the human's natural 
understanding of human-like appearance and behavior, 
with the goal to build trust, facilitate social interaction 
and enhance effectiveness of the human-robot team. 
The importance of trust is clearly established in HRI 
research [14]: Meta-analytic results show that robot 
factors (in comparison to human or environmental 
factors) are most important for the enhancement of 
trust [15]. Nevertheless, empirical evidence regarding 
robot factors that build trust and enhance team 
performance is sparse. 

To narrow research gap, we use insights from work and 
organizational psychology: A highly important basis for 
social interactions and effectiveness in teams through 
trust is fairness [4]. There has been research on 
fairness in HRI, but this is mostly concerning 
distributive fairness (e.g. how tasks are distributed) 
[8]. However, justice consists, besides the outcome of 

distribution decisions, of the procedure of decision-
making and their communication. Particularly the latter 
are highly related to trust and team effectiveness [3]. 

In the following, we describe the concept of 
organizational justice, its importance in work groups 
and teams and its application to human-robot teams. 

Fairness in Social Interactions 
Research in work and organizational psychology shows 
that the perception of fairness depends on the 
principles of organizational justice (for a current 
overview: [6]). These principles consist of four 
dimensions: distributive, procedural, interpersonal and 
informational justice. Distributive justice focuses on the 
outcome of decisions (e.g. the distribution of money or 
tasks). An outcome is perceived as fair if the ratio of 
one's contributions to one's outcomes is equivalent to 
that of a comparison other (e.g. a team member). 
Procedural justice refers to the decision-making 
procedures. A procedure is perceived as fair if the 
recipients have voice during the procedure and if 
procedural justice criteria (consistency, lack of bias, 
accuracy, correctability, and ethicality) are given in the 
process. Interpersonal and informational justice 
concern the communication of decisions: The first 
describes the justice of the decision authority’s 
behavior (i.e. the robot’s behavior) towards the 
recipient. This behavior is perceived as fair, if it is 
respectful, polite and dignified. The latter refers to the 
adequacy of the information used to explain the 
decision. It is perceived as fair if information is truthful, 
well-reasoned, specific and timely. 

Organizational justice is highly important for effective 
organizational behavior at the individual and the team 

 

Figure 4: EDGAR, 
http://www.mae.ntu.edu.sg/New
snEvents/Pages/Detailed-
Page.aspx?news=c417c561-
4c48-4c77-8140-367a683ef93b 

 

Figure 5: RoboThespian, 
https://www.engineeredarts.co.u
k/robothespian/ 

 

Figure 6: PEPPER, 
https://www.ald.softbankrobotics
.com/en/cool-robots/pepper 
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level [4]. It is related to a number of attitudes (e.g. 
supervisor satisfaction, outcome satisfaction, job 
satisfaction, organizational commitment, trust) and 
behaviors (e.g. counterproductive work behavior such 
as withdrawal, work performance, organizational 
citizenship behaviors) [2, 5] as well as outcomes at the 
team level (e.g. team efficacy, group cohesion, 
attachment to the team) [3, 4]. 

Robots as decision authorities are seldom considered in 
organizational justice research. But several findings 
justify the assumption that the principles of 
organizational justice are just as applicable to human-
robot interaction as to human-human interaction: The 
“Computers As Social Actors” theory [22] validates the 
assumption that computers and robots are perceived as 
social interaction partners. Studies on computers and 
robots as decision authorities show that humans do 
perceive fairness or unfairness in reaction to computers 
[26] and that justice is an important factor for team 
members’ attitudes and behaviors no matter who is 
making the decision (human, robot or computer) [23]. 

Requirements for Fair HRI 
Several researchers included the principles of 
distributive justice in their robots’ design. Sometimes 
fairness is included explicitly in the design of algorithms 
for fair allocation of collaborative tasks (e.g. [8]), 
sometimes rules are included that adhere to justice 
criteria but are named differently, e.g. equality [25]. 

Töniges and colleagues [28] have proposed additional 
requirements for fair cyber-physical systems 
concerning the other justice dimensions. These 
requirements can be applied to robotics as well. 

Procedural justice requires that the robot is able to 
present a means for the user to raise objections and 
make suggestions for improvements or corrections. 
Additionally, procedural justice requires that the user is 
well informed and convinced that procedures are 
applied consistently, are free of bias, are based on 
accurately collected information, and conform to 
prevailing standards of ethicality. These requirements 
have not yet been considered or discussed in robot 
design. One way to go would be as discussed in [29], 
where advice giving by robots is considered and it is 
proposed to resort to natural language i.e. by speech. 

Interpersonal justice requires a polite and respectful 
phrasing of the robot’s communication. This justice 
dimension is sometimes included as politeness in robot 
behavior (e.g. [27]), but has, to our knowledge, not 
been considered outside the service context. 

Informational justice requires the robot to communicate 
the decision, and the reasons behind it, in a timely, 
specific and well-reasoned manner. This means that it 
will not suffice to provide the sheer action or decision; 
the path the decision-making process takes has to be 
transparent. This requirement has not yet been fulfilled 
in robot design. For most robots, it is new to 
communicate that a decision took place [25] and even 
less common to communicate reasons behind it. 
Research in Knowledge Representation and Reasoning 
[30] makes first steps in that direction. However, this 
demands a vast knowledge base about tasks, 
containing symbolic representation [21] and includes 
the possibility to add and learn new scenarios. 



 

Further Research on Fair HRI 
The presented analysis shows that more and 
interdisciplinary research is needed on how to 
implement the principles of organizational justice in an 
optimal way for the given collaborative task or 
scenario. In addition to that, robotics and social science 
researchers need to further investigate the specific 
consequences of implementing fairness principles into 
robot design. The relationship between justice, trust 
and team effectiveness should also be investigated 
because it is not straightforward. Research on trust and 
reliance suggests that too much trust might lead to 
overreliance on automated systems, which ultimately 
might cause failures or injuries [20]. 

Conclusion 
As robots are increasingly part of work groups and 
teams they should be able to successfully engage in 
social interactions. The literature overview shows that 
trust is an important factor for successful human-robot 
teams and that different anthropomorphic as well as 
psychological factors have started to appear in robot 
design. It also shows that additional research is needed 
to establish the assumed relationships. Hence, we infer 
that fairness should be included in robot design, as it is 
an important basis to build trust and foster team 
effectiveness, contributing to human-likeliness. 
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