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I. CONTEXT& HISTORY

This article was published at ISCA in 2015. In 2010, Olivier
Temam gave a keynote at ISCA [4] on the occurrence of
three simultaneous trends: growing pertinence of hardware
customization due to Moore's Law plateauing, remarkable
recent progress in Deep Neural Networks (DNNs) two
decades after an initial spark of interest in Artificial Neural
Networks, and growing needs in visual recognition
applications. These three simultaneous trends led to the
conclusion and proposition that NN accelerators would
become a sensible development path forward for our domain
and industry. Olivier Temam published a first paper at ISCA
[1] on the topic in 2012. Because the concept of NN
accelerators was initially met with a lot of skepticism at the
time, he tried to find partners to implement a prototype chip
in order to convincingly demonstrate the higher compute
density and efficiency (w.r.t. GPUs at the time). Both
academic institutions and companies in Europe and the US
were not interested at the time. Eventually, he met people at
an institute in Beijing, China (ICT), who were not working
on NN accelerators, but were part of a research and
engineering team developing a processor series for the
Chinese market (Loongson). Some people showed interest in
the NN accelerator concept after attending ISCA 2010, and
an Inria/ICT collaboration was started, later on formalized
with a joint lab on accelerators for AI, which was
inaugurated in Beijing by the then presidents of Inria and
ICT. That collaboration led to a series of joint papers. The
first one [2] was a follow up to [1] where activations and
parameters were stored in memory to enable a smaller area
footprint. The second one [3] was an AI supercomputer
based on the node defined in [2] with both inference and
training capacity. The third one is the present paper, which is
also derived from [2] but targets embedded systems and
especially shows the benefit of locating an AI accelerator
next to a visual sensor. The present paper was a
collaboration with Paolo Ienne and his team at EPFL, who
was a visitor at ICT at the time.
[2] and [3] were both best paper awards at, respectively,
ASPLOS and MICRO in 2014. The natural next step to

develop this academic work was to create industrial products
which AI researchers and engineers could effectively use.
Discussions for a potential joint startup occurred in 2013 and
2014, but the ICT partners eventually declined. At that time,
Google was just starting its TPU effort and proposed Olivier
Temam to join to co-lead the first TPU supercomputer for
inference and training (a.k.a. Cloud TPU; it is the second
TPU chip developed by Google). Later on, he created the
Edge TPU project at Google for the embedded and low
power markets. In 2016, the ICT partners finally decided to
leverage the DianNao accelerators work to create a company
for the Chinese market and founded Cambricon.

II. NN ACCELERATOR AND SMART VISION SENSORS

In the first years after NN accelerators emerged, their high
performance and high energy efficiency led to a quickly
growing popularity for a fast developing AI domain. Yet,
both accelerator and energy performance were (and still are)
dominated by long-latency/low-bandwidth memory
accesses. At the same time, for image recognition
applications, a special type of DNNs was typically used:
Convolutional Neural Networks (CNNs). A nice property of
CNNs is that they reuse the same parameters across an
image through the notion of feature maps, and the
number/size of feature maps can be tailored. These
properties mean fewer parameters than other forms of
DNNs, and high locality properties. Both were conducive to
SRAM implementation, and to forgo expensive DRAM
accesses. For smart visual sensors, these notions were
particularly attractive. Grafting SRAM and CNN logic next
to the sensor allowed to overcome most of the performance
and energy limitations of smart visual sensors.

III. WHAT IS THE HERITAGE IN 2023

The popularity of AI accelerators at large is now well
known, whether it is TensorCores in NVIDIA chips since
Volta, the many large AI chip startups, or the AI accelerator
programs in Google, Amazon, Microsoft and Meta. In



parallel with what were largely data center accelerators, AI
accelerators for the embedded market are also numerous,
with the embedded AI accelerator Movidius being the first
Intel acquisition of an AI accelerator company. Still, most of
these embedded accelerators remained separated from the
visual sensor itself, even though many of the applications
were related to smart cameras. It is only in 2020 that Sony
(which has about half of the CMOS image sensor market)
introduced the IMX500 smart sensor which combines an AI
accelerator with a vision sensor. Going forward, it is likely
that such integration will become the norm due to the
aforementioned performance and energy advantages, but
also privacy, latency and bandwidth benefits.
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