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I. INTRODUCTION  

The processor architecture community had been well 

aware of the so-called “power wall” challenge since the very 

end of the 20th century. As such, research papers centered 

around the power-aware (and later the temperature-aware) 

microarchitecture themes started to appear in major architecture 

forums since 2000 (e.g., refer to a few of the earliest articles [1-

5]).  

At IBM Research, where the legendary Robert 

Dennard was still an active researcher, the architecture group 

worked with technology experts to understand the implications 

of Dennard’s scaling law as we entered the 21st century.  The 

conclusions drawn in terms of escalating power densities (and 

temperature) [2] led us immediately to worry about lifetime 

reliability (e.g., in terms of failure mechanisms like 

electromigration (EM), stress migration (SM) and thermal 

cycling (TC).  The fact that the supply voltage (Vdd) could not 

scale down at historical rates any more led us further to issues 

beyond current densities and chip temperature: e.g., oxide 

breakdown (TDDB: time-dependent dielectric breakdown).  

As in the preceding pioneering work on power- and 

temperature-aware microarchitecture [1-5], our research in the 

domain of reliability-aware microarchitecture started with an 

attempt to model the effects of the above-mentioned failure 

mechanisms at the processor architecture level. The work 

started in 2003, when the first author (Jayanth Srinivasan) 

began a summer internship at IBM T.J. Watson Research 

Center. The progress, in close consultation with reliability 

physics researchers at IBM (e.g., James Stathis, Sufi Zafar, C. 

K. Hu, E. Y. Wu, Ann Swift and several others) was rapid and 

the early results were stunning in that the modeled processor 

lifetime reliability degradation during the impending “late 

CMOS” design era threatened to be a veritable show-stopper! 

The summer project extended into a longer-term coop 

assignment, so that we could pursue the research to a definitive 

checkpoint, where the findings could be better understood, 

calibrated and then published. This collaborative research 

between industry and academia resulted in a two-part 

publication: (a) one that provided a general mode-driven 

outlook about the effect of non-ideal technology scaling on 

processor lifetime reliability [6]; and (b) the subject paper [7] 

that additionally also introduced the notion of dynamic 

reliability management (DRM) – a technique where the 

processor can respond to changing application behavior to 

maintain its lifetime reliability target.  

II. SUMMARY OF CONTRIBUTIONS 

In retrospect, the contributions of the subject paper [7] 

went well beyond the ones claimed in the paper. Let us begin  

with the main claims that were formally listed in the paper, 

namely: 

• Development and open-source release of an 

architecture-level model and a specific 

implementation thereof, called RAMP. 

• Introduction of the notion of Dynamic Reliability 

Management (DRM). 

Indeed, the developed model (RAMP) was quickly made 

available for general use in conjunction with cycle-accurate 

processor power-performance-temperature simulators of the 

day. For our work, we used IBM’s homegrown PowerTimer 

[4], used in conjunction with IBM’s Turandot performance 

simulator (that modeled a POWER4 processor) to provide the 

basic power-performance simulation capability.   

The then-recent HotSpot thermal model [3] was used 

to project on-chip temperature values. The lifetime reliability 

results, derived for the SPEC benchmark suite of the day 

showed (see the companion paper [6]) that technology scaling 

from 180nm over three generations to 65nm could result in an 

alarming 316% increase in failure rate, on average. Of course, 

the modeling exercise assumed an unchanged POWER4-like 

design that simply got remapped successively across 

technology generations. Although this was admittedly an 

overly pessimistic view, the main point of the modeling was to 

show that straightforward reuse/remap of a fixed 

microarchitecture design was no longer going to be a scalable 

proposition. Significant changes in the low-level design, 

supported also by progressively more power-efficient micro-

architectural paradigms would be needed to maintain target FIT 

(failures in time) rates.  

Coupled with separate (prior) findings about how 

single processor pipeline depths (and operating clock 

frequencies) had reached their scaling limits [8], this class of 

work pointed to significant implications about future 

microarchitecture design. Within IBM and other processor 

design groups, indeed the conclusions from these papers (and 

others in that era) led to the realization that the days of sustained 

core-level frequency increases were virtually over, and instead, 

multi-core, multi-threaded (SMT) designs (at ~constant clock 

frequency) were in vogue for the foreseeable future. The DRM 

innovation in the subject paper [7] pointed to a solution space 

that architects could migrate to, in case competitive pressures 

forced industry to keep pushing for deeper pipelines, higher 

frequencies (coupled with non-ideal voltage scaling), wider 
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super scalar engines – which would collectively lead to higher 

temperatures, current densities and across-dielectric electric 

fields than what could be tolerated in a nominally constant-

reliability regime.  

 

III. FOLLOW-ON RESEARCH AND DEVELOPMENT IMPACT 

The RAMP-driven predictive analysis and the DRM 

proposal spawned off a number of different research endeavors 

across academia and industry. The taxonomy in the subject 

DRM paper [7] already talked about soft and hard errors – both 

of which were of rising concern in the late CMOS, post-

Dennard-scaling design era. The lifetime reliability models 

became more comprehensive, where aging-related effects (e.g.,  

NBTI/PBTI) were brought into consideration. The effects of 

aggressive power management, coupled with late-CMOS era 

technology scaling with associated aging and other failure 

modes  have raised the specter of silent data corruption (SDC) 

and so-called “mercurial cores” that have been reported 

recently by the hyper scalers (e.g., Google and Facebook). As 

such, RAMP-like modeling and associated DRM-style 

mitigation solutions may indeed need to be pursued in future 

work.  

For the senior authors on the subject paper, the 

groundbreaking work represented by this industry-academic 

collaboration served as the impetus for a long and fruitful 

collaborative relationship that continues today, as well as a 

major focus on reliability throughout their ensuing research 

careers. This work has included models, metrics, open source 

tools, and mitigation techniques for a variety of reliability 

concerns, using similarly cross-stack approaches ranging from 

circuit level to architecture to application software (e.g., [9-

22]).  

We are grateful and humbled to receive this 

recognition for our early work in what became an important 

area of research in our community. 
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