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ABSTRACT 
This retrospective takes a look back at the original paper fifteen 

years later and reflects on some of the impacts this paper has had 
on the computer architecture community.  This short retrospective 
also reflects on aspects of the paper that did not quite pan out or 
where the community is still waiting for the technology to become 
commercially viable, both in terms of the 3D-stacked memory itself 
as well as its potential use with multi-core (CPU) processors. 

1 Impact of this Work 
When this paper was originally written in the spring of 2007, 

computer architecture conferences were already beginning to see 
their first crop of papers on exploring the impact of 3D die-stacking 
technology on CPU architecture, microarchitecture, and circuits  
[3][13][15][17].  However, these early papers primarily focused on 
logic-on-logic stacking of silicon.  At this time, a few papers had 
also started discussing the possibilities of 3D-stacking DRAM on 
top of processors [5][7][9][12], but this ISCA 2008 paper seemed to 
capture more attention and mindshare, perhaps due to the larger 
potential impact of using this emerging technology to provide a 
step function toward dealing with the ever-challenging “Memory 
Wall” problems of mainstream multi-core processors [24]. 

In the years that followed, the computer architecture research 
community went from viewing die-stacking as a far-off 
technological curiosity to being something that a researcher could 
assume in their latest proposals without giving much additional 
thought (or justification to their paper reviewers).  Die-stacking 
became another tool in the computer architecture researcher’s 
toolbox, and today we see it in various forms in a range of 
commercially-available products. 

Independent of the specific technical proposals in the ISCA 2008 
paper, this work provided a basic tutorial and introduction to die-
stacking techology that helped the technological concepts reach a 
wider swath of the computer architecture community.  This in turn 
accelerated the snowballing process of computer architecture 
researchers coming up with more ideas for how to leverage die 
stacking, publishing those results, and driving the virtuous cycle 
of innovation as their papers went on to inspire others.  While I 
cannot speak for others for how much this ISCA 2008 paper may 
have inspired their subsequent research, looking back this marked 
an inflection point in my own research agenda for the fifteen years 
that followed.  This included substantial efforts in pondering how 
exactly stacked DRAM could or should be used, especially when 
combined with a second tier of higher capacity memory.  Key areas 
of follow-on research included DRAM caching [10][19], OS-visible 
heterogeneous/multi-level memory [14], and eventually informing 
and influencing our exascale research at AMD [11][21][23]. 
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Regarding the technical proposal in the ISCA 2008 paper, a key 
theme in the paper was the coordinated design or adaptation of the 
multi-core CPU architecture to better match a high-bandwidth 3D-
stacked memory system.  In particular, the paper discussed how to 
align the address interleaving of both the last-level cache 
banks/slices to the address interleaving of the memory sysem to 
minimize unnecessary data movement.  This general address-based 
clustering of cache and memory can be seen today in other high-
bandwidth processors such as in a GPU’s cache and memory 
hierarchy [2]. 

2 Shortcomings of the Original Work 
With the benefit of looking back after fifteen years of technology 

advancement, some of the original assumptions of the ISCA 2008 
paper now seem somewhat quaint.  The original paper assumed a 
monolithic quad-core processor with a single stack of memory on 
top.  Today, modern server CPUs can support 96-128 cores [1] 
implemented across multiple chiplets [16], where chiplets were not 
even really a known concept (at least in academia).  The original 
paper also only considered up to four memory channels for the 
entire memory stack, whereas today a single high-bandwidth 
memory (HBM) stack provides sixteen 64-bit (pseudo)channels [8].  
Even if we had made such aggressive predictions fifteen years ago, 
the simulation capabilities of the day probably would not have 
scaled to handle so many cores and channels.  However, a quick 
back-of-the-envelope calculation shows that today we would be 
able to fit somewhere around sixteen CPU cores under the area of 
a HBM stack.  These sixteen cores with sixteen memory channels 
ends up matching up with the ratio one core per channel (four 
cores, four memory channels) assumed in the original paper. 

The original paper also assumed “true” 3D memory structures 
where individual channels were vertically organized (similar to the 
concept of “vaults” introduced in Hybrid Memory Cubes [18]) and 
had already been proposed [22] earlier.  Such true-3D memory 
organizations have failed to catch on thus far, where the dominant 
HBM organization is effectively a 3D stack of multiple memory die 
that are each internally 2D in naature.  Maybe this will eventually 
change, but for now HBM remains the dominant option. 

The ISCA 2008 paper also proposed a few other 
microarchitectural tricks including mechanisms to scalably 
increase the number of outstanding misses that the memory 
controllers could track as well as additional buffering also known 
as “Cached DRAM” [6] to further improve performance.  The exact 
mechanisms have not caught on, but the underlying observation 
was that modifications to the multi-core architecture are needed to 
better extract the performance potential of a high-bandwidth 
memory system.  In hindsight, this could be viewed as a natural 
consequence of Little’s Law, but this lesson of co-optimizing the 
end-to-end datapath from processor to memory holds to this day. 



  

3 Where’s my 3D-Stacked Memory? 
Multiple layers of 3D-stacked DRAM on top of a multi-core 

processor as originally envisioned in the ISCA 2008 paper has not 
yet materialized in any mainstream commercial offerings.  There 
are several factors to this.  2.5D silicon interposer technology [4] 
arose as an effective means to integrate HBM in the same package 
as the computing logic.  This enabled a large increase in available 
memory bandwidth while side-stepping some of the challenges of 
directly stacking the memory on top of the processor, such as 
thermals and the overheads of perforating the CPU die with 
enough through-silicon vias (TSVs) to deliver power, ground, and 
signals to the memory.  Note that the passive silicon interposer is 
still a fundamentally 3D structure in that it includes its own TSVs 
(for power and IO connections to the package substrate) and the 
HBM and processor die are 3D-stacked on top of the interposer.  It 
is just not the full 3D active-on-active (i.e., DRAM on processor) 
organization originally proposed. 

Another potential challenge is that the typical CPU pipeline has 
primary been optimized for mainstream memory interfaces such 
as DDR and LPDDR, whereas HBM (letalone a true-3D DRAM 
architecture) can provide an order of magnitude more bandwidth.  
Even with modern processors supporting multiple tens of cores, 
there would still likely be a need for a substantial rearchitecting of 
the core to handle so much more bandwidth. 

In the fifteen years since the paper’s publication, the compute 
environment has become much more heterogeneous, with the rise 
of GPUs, FPGAs, AI/HPC accelerators, and other neural and tensor 
processing architectures.  Compared to these, multi-core CPU 
memory requirements are relatively modest, and so the focus for 
HBM integration has targeted those platforms where the pressure 
for more bandwidth and energy efficiency was the greatest.  Multi-
core CPUs with HBM (whether 2.5D or 3D integrated) are now 
only starting to appear in some commercial deployments [20], and 
even so this is still different from the original concept in the paper 
of 3D stacking the memory on top of the CPU. 

4 Conclusions 
Despite the fact that memory-on-CPU architectures have not yet 

become a commercial reality, I believe that the lasting impact of 
this ISCA 2008 paper is that it hopefully inspired many researchers 
in our community to start thinking about the possibilities of 3D 
integration, which today really has expanded into a wider menu of 
advanced packaging technologies and heterogeneous integration.  
Even after a decade and a half, the possibilities for what we could 
potentially do with a combination of chiplets, 2D, 2.5D, and 3D 
integration are immense and seemingly continuing to expand, and 
it is gratifying and humbling to have had the opportunity to 
contribute to our research community’s journey down this path. 
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