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ABSTRACT. Preferential attachment is widely used to model power-law behavior of degree
distributions in both directed and undirected networks. In a directed preferential attach-
ment model, despite the well-known marginal power-law degree distributions, not much
investigation has been done on the joint behavior of the in- and out-degree growth. Also,
statistical estimates of the marginal tail exponent of the power-law degree distribution often
use the Hill estimator as one of the key summary statistics, even though no theoretical jus-
tification has been given. This paper focuses on convergence of the joint empirical measure
for in- and out-degrees and proves the consistency of the Hill estimator. To do this, we
first derive the asymptotic behavior of the joint degree sequences by embedding the in- and
out-degrees of a fixed node into a pair of switched birth processes with immigration and
then establish the convergence of the joint tail empirical measure. From these steps, the
consistency of the Hill estimators is obtained.
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1. INTRODUCTION.

The preferential attachment model generates a growing sequence of random graphs based
on the assumption that popular nodes with large degrees attract more edges. Nodes and
edges are added to the graph following probabilistic rules. Such mechanism provides a
basis for studying the evolution of social networks, collaborator and citation networks, as
well as recommender networks, and is applicable to both directed and undirected graphs.
Mathematical formulations of the undirected preferential attachment model are available in
2, 7, 22], and those of the directed model can be found in [3, 13]. This paper only considers
the directed model where at each stage, a new node is born and either it points to one of the
existing nodes or one of the existing nodes attaches to the new node. Results on the degree
growth in the undirected case are investigated in [1, 27].

Empirical studies on social network data often reveal that in- and out-degree distribu-
tions marginally follow power laws. Theoretically, this is also true for linear preferential
attachment models, which makes preferential attachment appealing in network modeling;
see [3, 12, 13] for references. Also, the empirical joint degree frequency converges to the
probability mass function (pmf) of a pair of limit random variables that are jointly regularly
varying (cf. [13, 19, 20, 26]). However, questions related to joint degree growth and index
estimation still remain unresolved. In this paper, we focus on three main problems:

This work was supported by Army MURI grant W911NF-12-1-0385 to Cornell University.
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(1) For a fixed node in a linear preferential attachment graph, what is the joint behavior
of in- and out-degree as the graph size grows?

(2) What are the convergence properties of the tail empirical joint measure of in- and
out-degrees indexed by node?

(3) When estimating the marginal power-law indices of in- and out-degree, can we use
the Hill estimator as a consistent estimator?

What is the justification for interest in Hill estimation of power-law indices for net-
work data? Repositories of large network datasets such as KONECT (http://konect.uni-
koblenz.de/, [14]) provide summary statistics for all the archived network datasets and among
the summary statistics are estimates of degree indices computed with Hill estimators, despite
the fact that evidence for Hill estimator consistency is scant for network data [27].

Another justification is robust parameter estimation methods in network models based
on extreme value techniques. In [23], we couple the Hill estimation of marginal degree
distribution tail indices with a minimum distance threshold selection method introduced in
[4] and compare this method with the parametric estimation approaches used in [24]. The
Hill estimation is more robust against modeling errors and data corruptions. Therefore, an
affirmative answer to the third question helps justify all of these inference methodologies.

In the directed case, consistency of the two marginal Hill estimators results from resolving
the first two questions, since in a similar vein to [27], we consider the Hill estimator as a
functional of the marginal tail empirical measure. So convergence results of marginal tail
empirical measures lead to the consistency of Hill estimators by a mapping argument.

To answer the first question about degree behavior of fixed nodes as graph size grows, we
mimic in- and out-degree growth of a fixed node using pairs of switched birth processes with
immigration (SBI processes). The SBI processes use Bernoulli switching between pairs of
independent birth processes with immigration (BI processes). We embed the directed network
growth model into a sequence of paired SBI processes. Whenever a new node is added to the
network, a new pair of SBI processes is initiated. Using convergence results for BI processes
(cf. [17, Chapter 5.11], [21, 27]), we give the joint limits of the in- and out-degrees of a
fixed node as well as the joint maximal degree growth. Proving the convergence of the tail
empirical joint measure in the second question requires showing concentration results for
degree counts compared with expected degree counts. With embedding techniques, we prove
the limit distribution of the empirical joint degree frequencies in a way that is different from
the one used in [20], and then justify the concentration results.

Our paper is structured as follows. In the rest of this section, we review background
on the tail empirical measure and Hill estimator. Section 2 sets up the linear preferential
attachment model and formulates the power-law phenomena in network degree distributions.
Section 3 summarizes facts about BI processes and introduces the SBI process, which is the
foundation of the embedding technique. We analyze the joint in- and out-degree growth in
Section 4 by embedding it into a sequence of paired SBI processes and derive convergence
results of the in- and out-degrees for a fixed node. Results on the convergence of the joint
empirical measure are given in Section 5 and the consistency of Hill estimators for both in-
and out-degrees is proved in Section 6. Useful concentration results are collected in Section 7.
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1.1. Background. Our approach to the Hill estimator considers it as a functional of the
tail empirical measure so we start with necessary background and review standard results

(cf. [18, Chapter 3.3.5 and 6.1.4]).

1.1.1. Non-standard regular variation. Let M ([0, 00]*\{0}) be the set of Radon measures on
0,002\ {0}. Then a random vector (X,Y) is non-standard reqularly varying on [0, oo]% \ {0}
if there exist scaling functions b;(t) — oo, i = 1,2 such that as t — oo,

(1.1) tP K ft)b%@)) € ] <—> v(-), in My([0,00]*\ {0}),

where v(-) € M ([0,00]?\ {0}) is called the limit or tail measure [19, 20], and “—” denotes
the vague convergence of measures in M, ([0, 00]? \ {0}). The phrasing in (1.1) implies the
marginal distributions have regularly varying tails.

1.1.2. Hill Estimator. For z € (0, 00], define the measure €,(-) on Borel subsets A of (0, o]

by
reA
2(A) = ’ for Aeé&.
€z(A) {( v A or Ae

Let M, ((0,00]) be the set of non-negative Radon measures on (0,00]. A point measure m
is an element of M ((0,00]) of the form

(1.2) m— Z(

_ For {X,,n > 1} iid and non-negative with common regularly varying distribution tail
F € RV_,, v > 0, there exists a sequence {b(n)} satisfying P[X; > b(n)] ~ 1/n, such that
for any k,, — oo, k,/n — 0,

1 < :
(1.3) . > exipmsmy = v in M((0,00]),
" =1

where the limit measure v, satisfies v,(y, o] =y, y > 0.
Define the Hill estimator Hy,, based on k upper order statistics of {Xy,..., X, } as [10]

(1.4) Z log ——

=1

X(k—i—l

where X1y > X9y > ... > X3 are order statistics of {X; : 1 <7 <n}. In the iid case there
are many proofs of consistency [5, 6, 9, 15, 16]: For k = k,, — o0, k,/n — 0, we have

(1.5) Hy,n N 1/u as n — oo.

The treatment in [18, Theorem 4.2] approaches consistency by showing (1.5) follows from
(1.3) and we follow this approach for the network context where the iid case is inapplicable.



4 TIANDONG WANG AND SIDNEY I. RESNICK

1.1.3. Node degrees. The next section constructs a directed preferential attachment model,
and gives behavior of (D(n), DS™(n)) 7gthe in- and out-degrees of node v at the nth stage of
construction. These degrees when scaledl by appropriate powers of n (see (4.12)) have limits
and Theorem 5.4 shows that the degree sequences (DI(n), ij”t(n))l<<v -, have a joint tail

empirical measure

1
(1.6) ko ; (z(:(m/bl (n/kn). D" () /b2 (n / k)

that converges weakly to some limit \measure in M ([0, 00]? \ {0}), where b;(n), by(n) are
appropriate power law scaling functions and k,, is some intermediate sequence such that

kn/n — 0, k, — 0o, asmn — oo.
It also follows from (1.6) that for some tail indices tiy, tout, and intermediate sequence k,,
1 .
(1.7) . > D itk = Vs 1 Mo ((0,00]),
1 .
(1.8) . > g k) = Views i My ((0,00]).

This leads to consistency of the Hill estimator for ¢y, and toy;.

2. PREFERENTIAL ATTACHMENT MODELS.

2.1. Model setup. Consider {G(n),n > 1}, a growing sequence of preferential attachment
graphs. The graph G(n) consists of n nodes, denoted by [n] :={1,2,...,n}, and n directed
edges; the set of edges of G((n) consisting of ordered pairs of nodes in [n] is denoted by E(n).
The initial graph G(1) consists of one node, labeled node 1, with a self loop. Thus node 1
has in- and out-degrees both equal to 1. For n > 1, we obtain a new graph G(n + 1) by
appending a new node n + 1 and a new directed edge to the existing graph G(n) according to
probabilistic rules described below. For v € [n], (D®(n), DS"(n)) are the in- and out-degree
of node v in G(n). The direction of the new edge in G(n + 1) is determined by flipping a
2-sided coin, which has probabilities « € (0,1) and 1 —« = , such that given G(n) and two
positive parameters di,, 0o > 0 (N0t necessarily equal):

e If the coin comes up heads with probability «, direct the new edge from the new
node n + 1 to the existing node v € [n] with probability depending on the in-degree
of v in G(n):

D;}n(n) + 6in
(1 + 5m)n '

e If the coin comes up tails with probability v, direct the new edge from an existing

node v € [n] to the new node n + 1, with probability depending on the out-degree of
v in G(n):

(2.1) P(v € [n] is chosen) =

Dyt (n) + dout
(1 + (50ut)n
We refer the two scenarios as a- and y-schemes, respectively.

(2.2) P(v € [n] is chosen) =
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2.1.1. Model construction. One way to formally construct the model which helps with proofs
is by using independent exponential random variables (r.v.’s). Define derived parameters

« Y
2.3 in — d out — 5
(2:3) =1y, 0 Coue = 175

and for n > 1, we will recursively define what corresponds to the in- and out-degree sequences
as random elements of (N?)>

(2.4) D(n) == ((DY'(n), D™ (n)), ..., (D (n), D" (), (0,0),. .
with initialization
(2.5) D(1) = ((1,1),(0,0),...)

corresponding to assuming G(0) has a single node with a sgf loop. For k£ > 1, the recursive
definition of {D(n)} uses the variables

(2.6) el := ((0,0),...,(0,0), (1,0),(0,0),...),
k-th entr

(2.7) e = ((0,0),...,(0,0), (0,1)\ (0,0),...),
——

k-th entr

and relies on competitions from exponential alarm clocks based on {E,(Cn) k> 1,n> 1},
a sequence of iid standard exponential r.v.’s. Assuming D(n) has been given, D(n + 1)

requires D(n) and the 2n variables {E](-n),j = 1,...,2n} which are independent of D(n)
(which can be checked recursively) and we define

(n)

+=(n) Ey

Ek} = P in y kzl,...,n,

Cln';ﬁout <D ( ) + 6ln>

(n)

() Ei

E, = , k=n+1,...,2n.

C T T )
Conditionally on D(n), use the {Ekn : k= 1,...,2n} to create a competition between

exponentially distributed alarm clocks. For ¢, (50ut > (0 and n > 1, define choice variables

L1 = le{E(")</\k Lkt BV, 1<1<0 ) - Z( (B <Ay s BV nr1<i<an )

l=n—+1

So L,y is the index of the minimum of {E,i ,1 < k < 2n} indicating the winner of the
competition. Also, for n > 1, define the Bernoulli random variable

B = ]_ " —(n . e _ 1
m {/\kzl EEC )>/\i:n+1 EEC )} {Lp4+1>n}>s

and given D(n), we have
(2.8) D(n+1)=D(n)+ (1 - Bn-&-l)eiLnnH + Bn-&-le%lj:_l T Bn-&-leiﬁl-&-l + (1= Bnya)e 21—1:1

This increments the L,i-st pair by (1,0) if B,+1 = 0 and the (L, 41 — n)-th pair by (0,1)
if B,,+1 = 1; the first case corresponds to an increase of in-degree and the second case to an
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increase of out-degree. The recursion also assigns to pair n+1 either (1,0) or (0, 1) depending
on the case. This construction expresses D(n + 1) as a function of D(n) and something

independent, namely {E]("),j = 1,...,2n} and therefore the process {D(n),n > 1} is an
(N2 )>°-valued Markov chain. Also, because of the initialization (2.5), a simple induction
argument applied to (2.8) gives the sum of the components satisfies

(2.9) > Drn)=> D(n)=n, n>1.
J J
Then using (2.3), (2.9) and standard calculations with exponential rv’s, we have for v € [n],

P (D(n+ 1) = D(n) + €l + €2, |D(n)) = P(Loys = v D(n)) (

2n :
—(n) —(n) a(Dy'(n) + 6in)
2.1 P E EY D
( O) v < k:1/> . k (TL)) % (1 + 5171)” )

and likewise
P (D(n+1) = D(n) + e + el D<n>>0€ P(Lyi = n+0/D(n))
ut

(2.11) P E" < 7{ B D(n)>%7( (n) + Gout)

k=1 k% +v (14 Gour)n

These probabilities agree with the attachment probabilities (2.1), (2.2) in a- and y-schemes,
respectively.

2.2. Power-law tails. Suppose G(n) is a random graph generated by the dynamics above
after n steps. Let N; ;j(n) be the number of nodes in G(n) with in-degree ¢ and out-degree
7, l.e.

(2.12) Nij(n) = ZG{(f}n(n),Dgut(n)) (m‘)}’

vE[n]

in-degree equal to and strictly greater than {, respectively. A similar definition also applies

then N/*(n) := 3. N;j(n) and NZy(n) := Zfz Nin(n) are the number of nodes in G(n) with
to out-degrees: N?"'(n) =3, N;;(n) and NXJ(n) := > L Ng™(n).
It is shown in [3, Theorem 3.2] using concentration in¢qualities and martingale methods
that for as n — oo,
N
(2.13) Ny () R Dij
n
where p;; is a probability mass function (pmf) and [19, 20, 26] show that p;; is jointly regularly
varying and so is the associated joint measure. The analytical form of p;; is given in [3], but
later in Section 5.1, we give another proof using Section 4’s embedding technique.
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From [3, Theorem 3.1], the scaled marginal degree counts N;*(n)/n and N"*(n)/n, i,j >
0, also converge:

(2.14)
N(i)n (n) P in Q N(Smt (n) P out Y
— = — e
n Po=1 + Cindin n Fo 1+ CoutOout’
(2.15)
Ni» , T(i + i L(1+ 6, + ;! 5
PO py e D68 TO4dbe) (adn (o
n L+ 1406, +c,) T(1+6) 1+ cndin  Cin
(2.16)
Nfut<n) i) p;?Ut - : I'(j + dour) — [(1 + Gout + C(;ult) < Yout X Q ) j> 1
n F(] + 1 + 5out + cout) F<1 + 6out) 1 + Cout(sout Cout
Both (piin)z'éo and (p?ut) % , are pmf’s and the asymptotic form follows from Stirling’s formula:
p ~Cry - i_(HCi_“l), i — 00,
Pp— 071 .
p?ut ~ Cour - j~ o), J — 0.

out

Let p2;, = Y, pp and p2% = 37, pp™ be the complementary cdf’s and by Scheffé’s
lemma as well as [22, Equation (8.4.6)], we have

(2.17)
Nin. : (i + 1+ in D(1 + 8 + ;) Sin

>z(n) i> pl;lz e . (Z + + )71 Cin ( + + Cln ) a + l

n T+ 146, +cy) (14 03,) L+ Cindin  Cin
(2.18)

Ngljlt(n) i) out .__ F(] + 1+ 50ut) c F(l + Oout + Cgult) ( 750ut + a )

n < F(] + 1 + 501“5 + Cgult) out F<1 + 5out) 1 + Coutdout Cout

so again by Stirling’s formula we get from (2.17) and (2.18) that
P~ Cly - i = Cry i7", i — 00,
P2} ~ Copr - J =t =: Cpyp - j, J — 00,

In other words, the marginal tail distributions of the asymptotic in- and out-degree sequences
in a directed linear preferential attachment model are asymptotic to power laws with tail

indices ¢, = ci;ll and toyt = cgult, respectively.

3. PRELIMINARIES: SWITCHED BIRTH IMMIGRATION PROCESSES.

In this section, we introduce a pair of switched birth immigration processes (SBI processes).
This lays the foundation for Section 4, where we embed the in- and out-degree sequences
of a fixed network node into a pair of SBI processes and derive the asymptotic limit of the
degree growth.
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3.1. Birth immigration processes. We start with a brief review of the birth immigration
process. A linear birth process with immigration (BI process), {Z(t) : t > 0}, having lifetime
parameter A > 0 and immigration parameter ¢ > 0 is a continuous time Markov process
with state space N ={0,1,2,3,...} and transition rate

qu,k—i-l:)‘k—{'g? kZO

When 6 = 0 there is no immigration and the BI process becomes a pure birth process and
in such cases, the process usually starts from 1.

For 6 > 0, the BI process starting from 0 can be constructed from a Poisson process and
an independent family of iid linear birth processes [21]. Suppose that Ny(t) is the counting
function of homogeneous Poisson points 0 < 77 < 75 < ... with rate § and independent of
this Poisson process we have independent copies of a linear birth process {(;(¢) : t > 0};>1
with parameter A > 0 and (;(0) = 1 for ¢ > 1. The BI process Z(t),t > 0 is a shot noise
process with Z(0) = 0 and for ¢ > 0,

o] Ny (t)

(3.1) Z(t) := Zﬁ(t Nsry = Z Gt —7).

=1

Theorem 3.1 modifies slightly the statement of [21, Theorem 5] summarizing the asymp-
totic behavior of the BI process. This is also reviewed in [27].

Theorem 3.1. For {Z(t):t > 0} as in (3.1), we have as t — oo,
(3.2) e MZ(t) 25 Z i g

where {W; : i > 1} are independent unit exponential random variables satisfying a.s. for
each 1 > 1,

P — 1 —t .
Wi i G0
The random variable o in (3.2) is a.s. finite and has a Gamma density given by

1
flz) = g -leme, x> 0.

T(O/N)

Remark 3.2. The form of ¢ in (3.2) and its Gamma density is justified in [21, 27]. For a
BI process {Z'(t) }+>0 with Z’(0) = j > 1, modifying the representation in (3.1) gives

j o0
— Z Gi(t) + Z <<i(t — 7)1z
i=1 i=j+1

Therefore, e Z'(t) 22 ¢’ where ¢’ has a Gamma density given by g(x) = 27+9/*~ e~ /T (j+
G/, x> 0.
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Process | I1O(t) IM(t) [0O(t) OM(¢)
t=20 0 1 1 0
Rate | (1 —p)(k+ &) p(k + 62)

TABLE 1. Ingredients for a pair of switched BI processes.

3.2. Switched birth immigration processes. A switched birth immigration (SBI) pro-
cess uses a Bernoulli choice variable to choose randomly from two independent BI processes
with the same linear transition rates with one starting from 1 at ¢ = 0 and the other starting
from 0. A pair of SBI processes takes two SBI processes which are linked through the same
Bernoulli choice variable.

Suppose that J is a Bernoulli switching random variable with

P(J=1)=p=1-P(J=0),

and {1O(t) : ¢ > 0}, {IMW(t) : t > 0}, {OO(t) : t > 0}, {OV(t) : t > 0}
BI processes (also independent of .J) with I (0) = OMW(0) = 0, I™M(0
transition rates

qu)ﬂ = (1 =p)(k +01), ko;cJ)rl =p(k+ ), fork >0,
G =0 =p)(k+8),  qQurs =plk+08), fork>1,06,8 >0.

are four independent
) = 0(0) =1 and

See Table 1 for quick reminders. Then we construct a pair of SBI processes { (I\/)(t), OV)(t))
t > 0} using five independent ingredients:

(3.3) (K:)(t),O(J)(t)) = (1= J)(IO(t),00()) + J(ID(t), 0N (¢ ))( t>0.
(t)

We then cdpsider the convergence of the pair of SBI processes, (e~(!=P)]( PO (1))
as t — 0co. Write a Gamma random variable X with density fx(z) = %% te="/T'(a), x > 0(
and a,b > 0, as X ~ I'(a,b). Then from Theorem 3.1, Remark 3.2 and (3.3), we have with
Xy x® y(M) being four independent Gamma random variables and X© ~ I'(&, 1),
YO ~T(1+6,1), XB ~T(146,1), YV ~T(d1,1), as t — oo,

(3.4) (6_(1_p)t](J)(t),€_ptO(J)(t)) 51 -0)(XQvO) 4 g x® yO)y = (XU yWy,
Also, (XYY ) has joint density

50—1€—J3 y51 e Y :L.(Soe—l‘ y51—1€—y
- ,
T(d) T(1+01)  IT(I+00) T(6)

X

(3.5) fxoyw(z,y) = (1-p) z,y > 0.

4. EMBEDDING PROCESS.

In order to prove the weak convergence of the sequence of empirical measures in (1.6), we
need to embed the in- and out-degree sequences { (D (n), Dg“t(n)),< € [n],n > 1} into a
process constructed from pairs of SBI processes, as specified in Sectjon 3. The embedding
idea is proposed in [1] and has been used in [27] to model two different undirected linear
preferential attachment models.
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4.1. Embedding. Here we discuss how to embed the directed network growth model into
a process constructed from an infinite sequence of SBI pairs.

4.1.1. Directed network model and SBI processes. The building blocks of the embedding
procedure is an infinite family of independent BI processes

{ 1(t)701(t)’ 11(;0)(t)’ Iél)(t)v Of;O)(t)?Ogl)(t) 022,120,
defined on the samk probability space and satisfying:
(i) (11(0),01(0) = 1, (17(0),0") = (0,1) and (15"(0),0{"(0)) = (1,0), for each

v > 2.
(ii) Any process labeled with an I is a BI process with transition rates

I Cin
= ——(k+dw), Oin > 0,
i kv1 o+ Cout( )
and any process labeled with an O is a BI process with transition rates
O Cout
= ———(k+ 00w Oout > 0.
i k11 o+ Cout( t) t

These hold for £ > 0 when v > 2 and k > 1 for Iy, O;.
On (N?)* define

zm{zp;t>0y{«t@%aunﬁqmwu>¢>o}
and the o-algebra }"t(l) =0 {Zgl) 0<s< } ﬁ: that
to {E(l)}. Set T1 = 0 and define the stopping thne T3 with respect to {.Ft(l),t >0} as

(4.1) Ty := inf {t >0: 27" jumps}(S
with means

Then T5 is the minimum of two independent exponential r.v.

(—JEL—(1+@@)1 and (—192—41+5wg){

Cin + Cout Cin + Cout

() ig strong Markov with respect

From (2.3), we have

P[Ty > t] = e (@nteon) ™ ¢ 50,
Let Js 1= 10, jumps first} SO that P[Jy = 1] = . Also, let Lo,/be index of the (I, 0)-pair that
jumps first at T which in this case is 1. However, note that Zg( J2> ﬁ'etermines which one of

the property of independent

I; and O; will jump at T, and 75 is independent of (EQ Jg) ﬁ
exponential r.v.’s (cf. [17, Exercise 4.45(a)]). In addi(ion,

e also have T2,EQ Jy € .7:%),
that is, measurable with respect to .7-"%). (@

Now use the independent quantities .Jo, (12(0), Oéo)), (12(1), Oél)) to define a pair vf SBI pro-
cesses (I, 0y) = ((12(‘]2),0;‘]2)) as in (3.3). Let 25(t) := ((0,0), (I (1), 052 (1)), (0,0, .. )
and

Z(Q) :{Z§2) tZO} = {Z§2T2+Z2 t) t20}<
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Define the o-algebra

Fi = {g@0<s <t} \/ F,
so that Z@ is strong Markov with respect to {]‘—ﬁ)TQ,t > 0}. Also, let
73 := Inf {t >0: ZEQ) jumps} 15 :=T5 + 73,

and J3 :=1 Denote the index of the (I, O)-pair that jumps

{One of O1(T2 + -), O;Jz’)(-) jumps ﬁrst}'

7 o PF () (1) . _
at T3 by Lzsand write P~ 72 () := P(:|Fy’), P.(Z; € -) := P(Z, € -|Z, = z). Then by the
strong Marﬁov property, we have

e (571) o (50

(1)
Therefore, with respect to P’ | 75 is the minimum of 4 independent exponential r.v.’s

with means (% (1,(T3) +5m))_1, (s (Ou(T) +50ut))_1, (e (J2+5m)>_1 and

CintCout Cin+Cout Cin+Cout
1

<co_ut(1 — Jy+ 5out))_ . Note that (I1(73),01(T3)) = (2 — Jo, 1 + J3). We then have the

Cin+Cout
following:

(1) _
(1) P7% (15 > t) = e Heamteon) M 4 5 (),
FO o ~ _ F)
(2) P'72 (J3 =1) = and 73 is independent of (Lsz,.J3) with respect to P" 72 .

(3) The random variables T3, Eg Jz € ]::(p? = .7:7(321 )

Continue in this way to use the ¢onditionally indepéndent quantities Js, (Iéo), Oéo)) and
(Iél), Oél)) to define a pair of SBI processes (I3, 03) = ( 3‘]3), Oé‘k)) s in (3.3). In general,
for n > 3, set

AR ((Jl(Tn +1),00(T, + 1)), (EJQ)(Tn — Ty +1), 05T, — Ty + 1)),
-, ((‘jﬂ(t), OL(t)), (0\0), ..".) ( t>0,

.Ft(j:)Tn =0 {ﬁg") 0<sX t} \/.7:%:71), Tpy1 = Inf{t’> 0 : Z§”) jumps} and T,,4q =T, +
Tni1. Also, ddfine
¢ Jnt1 = 1{One of O1(Tn + ), O,(QJ’“)(Tn —Te+), k=2,..., n jumps ﬁrst}’ and
e L, is the index of the (I1,0)-pair that jumps first among (I1(7,, + t), O1(T,, +
t)(([k(Tn - Tk + t, Ok(Tn — Tk + t), k= 2, oo, n.
Note that\with

z,(t) == | (0,0),..., (I (), Oﬁ;’")(t))/, (0,0),... (

(T
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we have Z™ = Zg:;? + z,(t). Using the strong Markov property gives

(n—1) n
P]:Tn <Z§)E>6PZ_(:; 1>+z +sz )(

Then with respect to }'}2_1), Tna1 1S the minimum of 2n independent exponential r.v.’s with

(e ean) (S om +iu)

Cin T Cout Cin + Cout
Cin (Jx) Cout (Je)
Ik T_T 517’7, 9 Tn_T 67.L 7]{::2,...’ .
(Cin + Cout( k ( " k) + )) (Cin + Cout <Ok ( k) + ¢ t)> "

This implies:
Fn=1)

(1) The random variable 7,1 is 1ndependent of <L7§17 Jni1) with respect to P77n

n+1

Set 15 := T5. Then from this constifuction follow properties of the distribution of {7, },>2

(2) The random variables 7,1, L 1, Jns1 € .FT
and {Jn}nEZ- '(

Lemma 4.1. Suppose {T,,}n>1, {Tn}n>2 and {J,}n>2 are defined as above. Then:
(i) The sequence {J,} is independent of {7,}.
(ii) The sequence {J,} is a sequence of iid Bernoulli random variables with
(4.2) P(J,=1)=v=1-P(J,=0), n>2.
(iii) The sequence {7, }n>2 satisfies

where {E,, : n > 1} is a sequence of iid unit exponential random variables. So {T,}
are the birth times of a linear birth process with birth rate (¢;, + cout)_1

Proof. For brevity of notation, write A1 = i ([1(T}) + bin), Ot = 28— (O01(T7) + dout)
and for 2 < k <n,n > 2,

Cin Jk)
pYp—— iSO R R S
n Cin + Cout( k ( k) + )
Cout (Jk)
Aok = "ot QU (T Ty 4 Gour).
" Cmﬂout( P k) + Gout)

At each T,,, n > 2, we start a new pair of SBI processes (I,(-), O,(-)) with initial value
(Jn, 1—J,) and one of (Ix(+), O(+)), 1 < k < n—1increases by (1—.J,, J,). This corresponds
in the network, for instance if J,, = 1, to one of the existing n — 1 nodes having an out-degree
increase by 1 and a new node n with in-degree 1 and out-degree 0. Therefore (cf. (2.9)),

(4.4) Z[“k T, —Tp) = )+ Z(D T, —Ty) =
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Hence, forn > 2, ¢, >0 and 5, € {0,1} for = 2,... ,n+ 1,

n+1 n
. (n—1) . .
P ﬂ 1 >t = jl]) =E éfT" Tot+1 > togt, 1 = ]n+1>ﬂ(7—l >t, i = ]l)] (

=2 =2
(n—1) ,
(4.5) =E [10?:2{Tz>tl,Jz:jl}P Tn (Tn+1 > byt Jngp1 = ]n+1)]
. - . (n—1) .
since (1, J;,l =2,...,n) € ]:;: b, Also, we know that with respect to P77 | 7,.Y is the
minimum of 2n independent exponential r.v.’s and J,,;1 is independent of 7,,,1. Therefore,

(n—1) X (n—1) (n—1) .
(4.6) P (g1 > tugr, Jngt = Jngr) = P70 (T > ) PP (Jngt = ) -
Note that

P]:%fl) (Tn+1 > tn+1) = exXp {{thﬂ Z ( o+ )\gk) (

k=1
(47) = €Xp { Zfn—i—l (Cin + Cout)_ln 3
and assuming j,.1 = 1, we have
n—1 n >\Ok
(4.8) Pfé" )(Jn-H =1)= nZk/:Ii - Ok
S (ot + A7)

So (4.5) becomes (continuing to suppose jn+1 = ),

n+1 n
P ﬂ[Tz >, Ji = jl]) =vyexp {—tn41(Cin + Cow) 'n P ﬂ 1> 1, J) Ijz]> (

1=2 1=2
If j,01 = 0, v is replaced by a on the right side. This is sufficient for the proof of the
Lemma. 0

4.1.2. Embedding. The following embedding theorem is similar to those proved in [1, 27] and
summarizes how to embed in the paired SBI process constructions.

Theorem 4.2. Suppose that {1}, }n>1 and {ZE”) :t > 0} are as defined in Section 4.1.1.
Then in ((N?)>)>°,

(Dn),n>1}2 {zg”>,n > 1}(

Proof. The proof relies on both {D(n),n > 1} and {Zén), n >'1} being Markov chains with
the same transition probabilities. It is similar to that of [1, Theorem 2.1] and [27, Theorem

2] which we now outline.
Define

a7 = [ (0,00, ..., (1= 0, 1), (0,0), .., (0,0), (Ju, 1 — 1), (0,0),. .
N—_— — N—_———

J

~(Jn,
(49) (Jns1)

J-th pair n-th pair
Recall that L4 is the index of the (I, O)(pair that jumps at T}, 1. ThCn we have
(_ zZim ) —z dtﬂ.
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This expresses Z (1) a5 a function of F" Y-measurable random elements and random
0 Tn
elements independent of ]-"}:_1), namely:
(1) 28" e 77
2) Jpy1 which is independent of Fir=b by Lemma 4.1; see (4.8));
+ T
(3) L1 which is a function of (A 4 X%k =2...,n) € f:(rz_l) and conditionally on

F Zﬁl), 2n i.i.d exponential r.v.s which are independent of ]—";:71).

Hence, both {D(n),n > 1} and {Z(()"),n > 1} are Markov on the state space (N?)*.

When n =1,
Z0 _ ((11(0),01(0)),(0,0),...) 6 (K,l),(0,0),...)(
(((iinu),m“(l)),éo,ox...) D(1),

so to prove equality in distribution for any n\it suffices to verify that the transition proba-
bility from Z(()n) to Z(()nﬂ) is the same as that from D(n) to D(n+ 1) which is given in (2.10)
and (2.11). In the SBI setup, applying Lemma 4.1 gives for any 2 < v < n,

PI(TZ_I) <‘€(()n+1) :Z(()n) + ei;n + 621-1:1>> - Pféz_l) (Jn+1 =0, Zn 1= U> <
—w ([T, —T) +6) 19T, —(;v) + 6
= =
(Cin + Cout)_ln (1 + 5m)n ’

(n-1) [ £ n : (n-1) ~
L <fé o :Z(() '+ €np1 + egut)> =P <Jn+1 =1, Ly = U)

_ cmcj:ztout (OT(JJE)<TTL - Tv) + 50ut) B Oz(}‘]v)(Tn _ Tv) + 5out
e e (F S T

For 2 < v < n, this agrees with the transition probabilities in (2.10) and (2.11) respectively;
the case for v =1 is similar. O

4.2. Asymptotic properties. With the embedding technique specified in Section 4.1, the
asymptotic behavior of the in- and out-degree growth in a preferential attachment model
can be characterized explicitly. These asymptotic properties then help us derive weak con-
vergence of the empirical measure. For brevity of notation, we will write LSJ”), O as I,
O,, v > 2, in the rest of this paper.

4.2.1. Convergence of the in- and out-degrees for a fixed node. We first consider the asymp-
totic behavior of the in- and out-degrees for a fixed node, i.e. (D*(n), DS"(n)) for a fixed
v. To do this, we make use of the embedding results in Theorem 4.2, which translates the
convergence of the degrees to the setting of {(ﬁ(t ~T,),0,(t—T,)) (t >T, |.,, Results

are summarized in Theorem 4.3.

Theorem 4.3. Suppose that {T,, : n > 1} and {J,, : n > 2} are as defined in Section 4.1.1.
Then:
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(i) The birth times {T,,},>1 satisfy that as n — oo,

(4.10) n - e (Cnteou) T Tn 25y and W ~ Exp(1).
(ii) Let (oi, 0¢") be a pair of independent Gamma random variables with densities
Oin ,—T Sout p—T
x%me xooute
n(r) = ————== and out () = ————, © > 0, respectively,
fO’l ( ) F(1+(5Zn) f0’1 ( ) F(1+5out) p y
and for each v > 2, (05”, ij"t) che joint density
6'in_]- - 6out ) 5in -z 6out_1 )
x e yooute xome”" y e
4.11 v r,Y) =« x,y > 0.
( ) f(U;L}n,U{)’Ut) ( Y y) F((sm) 1—1(1 + 5out) + 71—1(1 + 5zn) F((gout) Y ) y
Then for a fixzed v > 1, we have, with W defined as in (4.10),
. . _ Cin ___Cout T
D(n) De(n) e Tt Ty goue= i T
(412) ( nCin ’ nCout = Wcin ’ Wcout n = 0.
Also, setting D*(n) =0 = D2"(n) for allv > n+ 1, we get as n — oo,
. . ___ Cin __Cout T
D (n) D" (n) o,'e St eout ¥ ol%e cinteoun "
(4.13) (mx e aX — T | max e max :

Here T,, (¢, 0%") and W are independent for all v > 2.

vV

Remark 4.4. According to the embedding results in Theorem 4.2, (4.12) also implies that
there exists random variables DS", DS v > 1, on the space of (D(n), D" (n)),>1 satisfying

(1) d —¢ in _%Tv (2) d —Cout ~out —.CiiutTv
Dy’ = W= %gle cnteon” and Dy’ = W™%utgie cnteoun”” ¢ > 1, such that as n — oo,

(DL“(H)’ DS“t(n)) (g ( fgl)’ D) (
nCin n Cout

Proof. (i) From Lemma 4.1(i), {7}, : n > 1} are jump times of a pure birth process starting
from 1 and transition rate

qjj+1 = (Cin + Cout)ilja .7 > 1.
Therefore, (4.10) follows from applying the known convergence results of linear birth pro-

cesses; see [17, Theorem 5.11.4] and [11, 28], among other sources.

(ii) By Theorem 4.2, to show (4.12), it suffices to show that as n — oo,

c

in,~ ¢ n__T, out _,CoiutTv
(IU (Tn — TU) O’U (Tn — T’U)> (a's. O—’U € Cintcout O—’U € Cintcout
— 5.

4.14
( ) ncin ’ ncout WCin ) Wcout

With (4.10) available, we prove (4.14) by showing the convergence of
(67 Ciniigout (tiTv)Iv (t - Tv)7 e Cincilégm (tiTv)Ov (t - Tv)) (
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as t — oo. According to the construction of the processes {(J,(t — T;,),0,(t — T,) : t >
T,) Yo=1, we know that (1;(0),0:(0)) = (1,1). Then applying th¢ convergence result of a BI
pro@ss in Remark 3.2, we have for independent (o1, 09"*) ~ (T'(X + i, 1), T'(1 4 Gout, 1)),(

<67 ciniigouttll (t)’ 67 Cin:o’léf)uttO,U(t)) 6} (Ul 70’?111:), t % Q.

Moreover, it follows from (3.4) and (3.5) that
(4.15) (e Fntton I (8~ T,), ¢ oo T”)Ov(t—Tv)) 25 (01 0%M),  t = o0,

vIrTv

with o and 0% having the joint density as in (4.11).
Replacing ¢ with T,, in (4.15) gives

I,(T, — T T, =T\ fos /
ey (DT O D) oo (e

€ CintCout " € CintCout n

- “in Ty out — Cout Ty
» € CintCout ,0, € CintCout as n — Q.

Therefore, combining (4.10) and (4.16) gives (4.12). For v > 2, the independence of (o', 0o")

and T, follows from the construction and the independence from W follows from [17, p. 443];

this completes the proof of (4.14).

(iii) We verify (4.13) by showing that as n — oo,
(4.17)

[ T — T O T — T . _ Cin Cout
(max o(Tn U), max o(Tn = T0) 2% (fhax e Fmteon * max g0"%e  Fnteou ¥
v>1

Cin _ Cout
€ CintCout Tn v>l1 € Cintcout " 21

Then combining (4.17) with (4.10) gives the result. We use the proof machinery in [1,
Proposition 3.1] to show (4.17), which is summarized in the following lemma.
Lemma 4.5. Let a,; : 1 <i<n__, be a double array of non-negative numbers such that

(1) For alli> 1, lim, o0 ap; = a; < 00,
(2) SUp;,>q Qi < b; < oo and

Then maXi<i<n Apg — MaX;>1 a3, s — OC.

First note that for each v > 1,

[’U(TTL - Tv)eiﬁ(TniTv) S Sup [’U( )6 clnilcloutt pr— [
t>0
O (T T )6 Cmcil‘;(t)ut (T ) < Sup O ( )e cmilézutt — A

>0 (
Let af, = I(T, — Tv)e_'ﬁinﬁoutT", O = 0,(T, T)e_"ln+Fout for\1 < v < n, and

bl = TG Fintoom bo = Oy Gntiou for v > 1. Then Lemma 4.5(1) is satisfied by (4.16).
Also, fop each v > 1, sup,>{a}, < b and sup,-, ag < b9, which satisfies the criterion in
Lemma\l.5(2).

Following the proof of [1, Theorem 1.1], we check the condition in Lemma 4.5(3) by proving

the claim that almost surely, for all € > 0,

(4.18) z, < ev“, and 5v<< ev®,  for all large v.
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Then as € is arbitrary, it follows from (4.10) that b. — 0 and b9 — 0 a.s. as v — co. This
completes checking the three criteria in Lemma 4.5 and therefore leads to (4.13).
To show (4.18), we use Markov’s inequality: for any r,7/ > 0 and v > 2,

P(I, > ev) < E(I3)/("v"),
P(O, /> ev®ut) < E(O}) /(e v ),
since I,, O,, v > 2 are iid SBI prjocesses. Hence, if we have
(4.19) E(I}) < 0o and E(O5) < oo, for r> et >k,

then by Borel-Cantlelli, the claim in {4.18) is justified. To prove (4.19), let

respectively,

Cin — Cin

}(\652 ‘= sup ]2(0) (t)@_ cin+‘30utt’ ](1)2 ‘= sup 12(1) (t)e_ Cix\+coutt,
t>0 t>0
b\(/o)z (: sup 050) (t)ei Cinc‘?’léf)ut t’ b\(f)(;: sup Oél) (t)ei Cin?lé;ut t7
>0 >0

T

then by the construction of (I(-), 02(-))’,2€Ve have
1N,) 4+ 4B(I1,) < oc,

E(7}) = aE(

/

E(I}) = aE(00)) + yE(00, ) < oo,

using the assumption that I 2(0), 2(1), 050) and Ogl) are independent BI processes so that results
in [1, Proposition 2.6] are still applicable here. This completes the proof of (4.17). O

5. CONVERGENCE RESULTS ON JOINT DEGREE DISTRIBUTIONS.

5.1. Convergence of the joint degree counts. Now we analyze the convergence of the
joint empirical distribution of the in- and out-degrees {(D(n), D3""(n)) f v € [n]}, using
the SBI embedding technique. Let B(a,p) be a negative binomial integepr valued random
variable with parameters a > 0 and p € (0, 1) (abbreviated as NB(a,p)), and the generating
function of B(a,p) is

We also use the notation B(a, Z)\to represent a r.v. having a mixture distribution such that

E (sB(“’p)) p*(1—(1—p)s)™°, 0<s<1.
&
the second parameter of the negative binomial r.v. is randomized by an independent r.v. Z.

Theorem 5.1. Let N; ;(n) be the number of nodes with in-degree i and out-degree j in graph
G(n), then we have

N,
(5.1) Niy(n) _r, P((Z,0) = (z’,j))(u as n — oo.
n
The limit pair (Z,0) can be represented in distributiop as
(5.2) (Z,0) L (1= J) (X1, 1+ Y1) + J(1 + Xy, V),
where

(i) J is a Bernoulli switching variable with P(J =1) =1— P(J =0) = 7.
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(ii) Suppose {BM(61,p) : p € (0,1)}, {BD(8},p) : p € (0,1)}, {BD(62,p) : p € (0,1)}
and {B@ (84, p) : p € (0,1)}, 61,0,,05,8, > 0, are four independent families of
negative binomial variables, then

= E )
(

(53b) (X27 }/'2) — (i@) ( 4 ém’ e—cmT) E ) (imt? e—me))

with T being an exponential raxdom variable with unit mean, indépendent of J, B,
B®), B®W and B®,

Remark 5.2. Theorem 5.1 coincides with the known results proven in [19, 20], since e“n”
is a Pareto random variable on [1,00) with index ¢, denoted by Z, and e®*T = Z¢ with

a = Cout/Cin-
Proof. The proof of [25, Lemma 3.1] verifies that

Nij(n) — E(Ni;(n)) 50 as n — o0.

n n

Hence, we are left to examine the difference |E(N;;(n))/n — P((Z,0) = (z,]))|< By the

embedding results in Theorem 4.2, we have

veE(n] 'UG [n]

E(Ni;(n)) )1 outs N e
n B\ n 2 {{(fn(m@swn))a,j) n Z 6( f ). Dy () = (”)) (
(5.4) _ %ZP [(F(T, = T0), 0u(T, — T0)) e (i, )]

Suppose that {Bq(,l)(ém,p) cv > 1}, {352)(1 + Oin,p) v > 1}, {Eq()l)(l + Oout, p) = v > 1}
and {BSQ)(&M, p) : v > 1} are four independent sequences of negatiée binomial r.v.’s with
given p'fameters. Then by the distribution of a BI process (cf. [21, Kquation (2.2)] and [8,

Theorem\ 3.11]), we have for any v > 2, ¢ >0 and k > 0,

(5.52) P(IO() =k) =P [Bgﬂ < [ e—cm?‘éouﬁ) _ k] 7

(5.5b) P(IMV(t) =k) =P [1 +B® ( + G, e—iqni‘éouﬁ) - k} :
.0C t = = + B —|— out (& Cmci‘éf)ut =

(5.5¢) PO (1) = k) = P |1+ B ({++ dous ) k](
. t) = = B out ei Cincré:mt =

(5.50) POM(t) = k) =P [BY (fou ) =# (

and note the quantities on the right do not deperd on v. Also, recall th

at (1,(t), 0u(t)) Lo
t > 0, are identically distributed such that,
I,(t) = (1 = J)IO@#) + L,IV(@), O.t) = (1 — J,)O0(t) + J,0P(1).
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Since for v > 2, the processes LEO), Lgl), O and OV are independent from each other, we
then define for any v > 2,
B = ((f = J,) B (i, e 7)) 4 T, (1 + B (1 + G, e T ),
— J) A+ BV + bor, e )Y 4 T, (BD (8o, e(TnTv)),<

and (5.4) becomes,

n

TB(Ny(m) = 3P [(ﬁ(Tn —T,), 00T —T.)) = (i.)] (

1

0 - 3P o n(;(ﬂ(f@n»aw»<z»mP[f%"><w>D(

The last step is necessitated by the construction since (I;(t), O1(t)) is a pair of independent
BI processes, which is different from the rest of the (I,(-), O,(+))y>2 pairs. Here this difference

is 1nconsequent1al because as n — oo,

1

;H%mmmm>@mgﬂw>@ﬂ<
(

So we only need to consider the first term in (3.6). Let U, be a random variable uniformly
distributed on [n — 1] and independent of the rest. Then

— 0.

3Il\3

< (n)_ ..
nZP%-wm%
v=1
v=1

1 __Cin__(p _ ~ _ _
+ ’7_ Z P |:< + Bq()2)<1 + 6in7 e CintCout (Tn ))7 B’l(]2 (5OUt7 € Cin "+ Cout (Tn T”)) (Z7~7):| (

1 e
. ((_ H) 6 [( O (0, € i T =Tn)) 1 4 BOYY 46, ¢ anttom (T To))) = (z’,j)}

Cout

1 ~ _ _
E) 6 + B(Q)(]- + 61717 e ”1n+cout (Tn T )>a Biz)<50ut76 “intcout (Tn TU")) = (27]) (

(B = (i, j)

since the distributions o qul), Eil), 352), B do not depend on v. Let T be a unit exponential
random variable that is indepenfdent of I,{O,, v > 1. A variant of the Renyi representation
for exponential order statistics (ee [8, Théorem 3.14] for details) gives

d T
5.7 T, -1y =————
( ) Un (Cin + Cout)i1



20 TIANDONG WANG AND SIDNEY I. RESNICK

Define a Bernoulli random variable J that is independent from 7', Bgl), B§2), Eil) and Ef)
with P(J =1) =~ =1—P(J =0). Then applying (5.7) therefore gives <

LS P = ()]
—a (1—5) [( W (5, e T), 1+B<((1+6out,e0°”>) z(i,jﬂ
+7( -2 6 (Y+ BO(1 + 6,670 T)ﬁii(éout,e%‘”) _<¢,j)]6%[6;”>—<¢,j>]

é W (5, e T, 1+B(<

1 - 1 ‘l’ 5outa e_COMT))
J(1+ B (1 + Gy e T), BE (Souty
1 -

1

o) C (@9 +

é b+ [z(x) ~ (i.7) (

1

—E[Ny(n)) - P[(,0) ( (5. 9) (ﬁ

which leads to (5.2) and (5.3) as n — oo.

[BY = (i, 5)]

Therefore

Y

S|

Remark 5.3. This argument also shows that for x > 0,y > 0,

(5.8) %EN>x7>y<n) = P((I, O) € (x,00] X (y, oo]) (ten(a:,y),

where

3w

sup |en(z,y)| <
z>0,y>0

5.2. Convergence of the joint empirical measure. In this section, we investigate the
convergence of the joint empirical measure:

kn ; € (Dl k), D i) )

with scaling functions b;(+), i = 1,2, and some intermediate sequence k, such that k,/n — 0
and k, — oo as n — oo. From (5.1), we have

. P .
(59) - Z (“ ),D2ut (1 )({(%])}) P(<I7 O) - (Z7J>)7 n — 00.
UE[TL
Moreover, [20, Theorem 2] shows that the limit pair (Z, Q) is non-standard regularly varying,

i.e.

(5.10) nP Ké, n?ﬁ) € } (L WA() + aVa(+), n— oo,
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in M, ([0,00]?\ {0}) and V;(-), i = 1,2, concentrate on (0, 00)? with Lebesgue densities given
below in (5.14) and (5.15). It is also shown in [26] that the density of the limit measure
is jointly regularly varying, and the relationship between the regular variation of the limit

measure and that of the limit density has been explored.
Let by(t) =t and by(t) = t%v¢, then heuristically, combining (5.9) and (5.10) gives

1 % 0
(5.11) & Z;L((Dgn(n)/m/kn)%,Dz’“t(n)/m/kn)%ut)() K Kkn//f ) (n//fn)c"“) © 1(

vE[n]

= Vi) +aVa(), n— o0

in M([0,00]? \ {0}). We justify the approximation in (5.11) and the convergence result is
summarized in the following theorem.

Theorem 5.4. Suppose that {k,} is an intermediate sequence satisfying

(5.12) liminf k,/(nlogn)? >0 and k,/n—0 as n— oo,
n—oo

and recall a = cout/cm. Then we have

(513) k Z D”L n/kn Ln,Dgut(n)/('ﬂ/k)n)Coui) () = ,y‘/l(.) + O[‘/Q(),

vE(n]

in M, (]0,00]*\ {0}), where Vi and Vy concentrate on (0,00)* with Lebesque densities

x my Dout =1 —(2+1/Cm+5m+0450ut _$/2+y/z
(5.14) filz,y) = dz,
out

Cm (1 + 57/'1

and

x -1 5out
(515) fg(ﬂ?,y) = /( —(1+a+1/cm+5m+a50ut —x/z—i—y/z dZ

Cinr((sz 1 + 5out
respectively.
Proof. Proving (5.13) requires using concentration results for degree counts N; ;(n) which

compare counts with expected counts; these are collected in Section 7. In this section we
show for x,y > 0,

1 n P
(516&) HE (N>(ﬁ)cinz7>(ﬁ)couty(n)> — k_np>(ﬁ)6inx’>(ﬁ>couty — 0,
1 . n o »
5.16b —E R —p" o 0
(5.16b) k. ( ~(2) mx<”>>6knp><,:;> e 0
1 n P
. 1 E out Cout — o n \Cout .
(516¢) En ( () y<”>) B () 0

We give a proof for (5.16a) and (5.16b) and (5.16¢) follows from a similar argument.
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Adopting the notation from the proof of Theorem 5.1, and using (5.8) we have
1 n

o o (Mo (o (1)) = 2 P oo )

n

~nl Din(n) - Do (n) Su)_p z - O -
e EH(D w5 e V) TR (ke e Y

nl

_ k_n_ (C/k; ez, o0)] (/k conty o0 (

ky, n/k )Cin n/k: )Cout (
Lo (Db D)
R ((n/k‘n)ci” YA )
-P (f%”) () kn) e, 0] (<1/k )eeuty, 00 (
< e ((n/kn) iz, () k) (ﬁ — =0,

as n — o0.

Combining concentration results in (7.1), (7.5) and (7.6) with (5.16) implies that for any
intermediate sequence {k,} satisfying (5.12) and z,y > 0, as n — oo,

1

P
(5.17&) k‘_n N (kn)cmx,>(ﬁ)couty<n)_np>(ﬁ)cinx,>(ﬁ)couty — 0,
1 : . P
5.17b — N, e —np? iy — 0,
(5.17b) T e
1 P
5.17 — N o ot — 0.
(5:17¢) By Vol () =y,

Define the vague metric p(-,-) on M, ([0, 00]?\ {0}) (cf. [18, Chapter 3.3]) as follows. There
exists some sequence of continuous functions on [0, 00]? \ {0} with compact supports, f; :
(0,002 \ {0} = Ry, i > 1, and for 1, 2 € M.([0,00]% \ {0}),

Z|:u1 fz ,u2 fz)|/\17

n — oo,

where p;(f;) : f[<oo] \(0} filx)p;(dx), 7 = 1,2, ¢ > 1. Then results in (5.17) imply: as
(5.18)

vEn]

Ly npl(( LI 0 ,
"\ <([G“‘")“"/kn)%,Dg%)/(n/,ﬂn)cm), Rt K\n/mci; i) <[
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Then (5.13) follows from combining (5.18) and the vague convergence in (5.10), with (5.14)
and (5.15) being specified in [20, Theorem 2. O

6. CONSISTENCY OF THE HILL ESTIMATOR

In practice, the growth rates of in- and out-degrees are often estimated by Hill estimators
as defined in (1.4). However, despite its wide use, there is no theoretical justification for
such estimates and the consistency has been proved only for a simple undirected preferential
attachment model in [27]. We now turn to (1.7) and (1.8) as preparations for considering
consistency of the Hill estimator.

Proposition 6.1. Suppose that {k,} is some intermediate sequence satisfying (5.12). Define

F(]_ + 6m + C~_1) Oéém Y o )
bi(t) = m = - tcma

(1 + Ggut + ) </ Y0 out a )] Cout
b t - ou ou + tcout’
2( ) |:< ' F(l + 60ut) k—i_ Coutéout Cout

then
1 .
(61) k_ Z EDZ’,"(TL)/bl(n/kn) = Vc;blv m M—‘r((O? OO])a
" vE[n]
1 .
(62) /{Z_ Z €Dgut(n) /by (n/kn) = I/C;ult, m M+((0, OOD
" vE(n]

Proof. Marginalizing the results in (5.13) gives

1 I(1+ 6 + i) ady, ~ .
Ky - - " - o N M 07 )
Fin 1%] <m ’ F(l + 5171) 1+ ¢ndin * Cin ! 1 +(( OO])

1 F<1 + (5011,25 + Cilt) ( 75out 6% ) )
kn 2u(m = Cou - + 1, in M, ((0, oo]).
n 1%;] (nD/Zn)(CO?u t L(1 4 Sout) 1+ CoutOout  Cout ot +(( )

Scaling both sides by the constant appearing in the limit measure gives (6.1) and (6.2). O

With Proposition 6.1 available, we now prove the consistency of Hill estimators for in- and
out-degrees.

Theorem 6.2. Let
D{y(n) > Digy(n) > --- > D (n),
D{y(n) 2 Digi(n) = -+ > Dii(n),

be order statistics for in- and out-degrees {D.'(n)}ven), {DS*(n) o), respectively. Define
the Hill estimators for { D (n)}vep) and {D2*(n) }bvepm as

k m k out
1 Diy(n) 1 Deyt(n)
H”‘n - E , H(”jf = — E .
ks ( Dlzﬂx n) R ( Dzﬁl)< n)
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Then for some intermediate sequence {k,} satisfying (5.12), we have as n — oo,
(6.3) Hi e, and  HZ s o

Proof. From (6.1) and (6.2), we conclude by inversion and [18, Proposition 3.2] that in
D(0, oc]

Din n Dout
([knt])( ) Lo and ([knt])( n) p 4 Cout
bl(n/kn> b2(n/k7n)
Therefore,
1 D \(n) .
(64) ( Z< in(n)/bi(n/kn)> En}k ) é (V _ 1) (111 M+((07OO]) X (07 OO);
" veln]
) Dyt (n) é
6.5 0ut (1) /by (12 [k ) s T v-1,1)(in M, ((0,00]) X (0,00).
( ) E;} D3 ( )/bQ( /kn) bQ(ﬂ/kn> ( Cout )( +(( ]) ( )
Define the dperator
S : M+((Oa OO]) X (07 OO) = M+((07 OO])
by

S(v,c)(A) =v(cA).
By the proof in [18, Theorem 4.2], the mapping S is continuous at (v,-1,1), i = 1,2. There-

fore, applying the continuous mapping S to the joint weak convergence in (6.4) and (6.5)
gives

]{? Z D“‘ /D (n) 1;17 in M+(<O7OO])7

(kn)

vE[n]
. Z € o /Dot (o ) = Vel in M, ((0, 00]).
v€E(n] "

Then the rest of the proof is similar to arguments in the proof of [27, Theorem 11]. Here
we only include proofs for the consistency H™ - and that for H", follows from the same

argument. Define p"(-) : =L L Cin) € pin(o /D‘“ o . First observe
in dy
Fnn Uy (1, 00]—
Then fix M > 0 large and define a mapping f > f1 dy from D(0, oo] — R,. This map

is a.s. continuous so

M M
. d d
/ vy (y, o0 &, / V1 (y, 0] =
1 Yy 1 m )

and it remains to show by the second converging together theorem (cf. [18, Theorem 3.5])
that

, d
(6.6) lim limsup P /( ﬁ;“(y,oo]—y > 8) 60.
M=o p oo )
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The probability in (6.6)

Din (n
/( (y, 00 —>5 <P //C (y, 0o]— #};ni—l <n)

dy Dm
R 12”)(

1 & a
<P /( k_ZGDin(n)/bl(n/kn)((l —n)y, oo]? S 5)
=1

Dir (n
4P (k) (n)
bi(n/ky)

, B— 0 as n — 0o, and using the Markov inequality, A is bounded by

dy
\/[ Z GDLH(”)/bI(n/kn)((l - 77)97 OO]?)

dy\ 1 /> 1 in dy
/ Z Dip () /b1 (k) (U5 00] = ) < - / B (VM /(M) —~
(1-n) K € Jm

v=1 Y 177)k Y

-1 277) = A+ B.

Using Stirling’s formula, (5.17b) gives that for y > 0,

1 o
(6.7) o B (Vi () C y o
7

Let U(t) := E(N2,(n)) and (6.7) becomes: for y > 0,

1 -1
k—U(bl(n/kn)y) —y “m . asn — oo.

Since U(-) is a non-increasing function, U € RV__-1 by [18, Proposition 2.3(ii)|]. Therefore,
Karamata’s theorem gives

in dy et
A< - /{1 (N /iy (1) — ~ C(6,n) M~ n
77

)
with some positive constant C'(6,7) > 0. Also, M~ % — 0as M — oo, and (6.6) follows. [

7. CONCENTRATION OF DEGREE COUNTS

In this section, we collect concentration results for the degree counts that are useful in the
proofs in Theorem 5.4.

Lemma 7.1. Define Ns;~j(n) =" Cig L{pi(m)>i,Dgutn)>iy- Then for 0 > 0, there exists
a constant C' > 6 such that as n — oo

(71) PG%XMm%mex»WD>C@+V?%@ — o(1).
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Proof. The proof of (7.1) follows from a similar argument as in the proof of [22, Proposition
8.4]. We include it here to make it self-contained. Define a martingale

My := B(Ji5(n = > P () >i, DY (n) > jIG(m)) { m <n.

v
vE(n]

For m > 2, we define a new graph G'(s) by G'(s) = G(s) for s < m — 1, while s — G'(m)
evolves independently of {G(s) : s > m —1}, following the preferential attachment rule given
in Section 2.1. Denote the in- and out-degrees of the node v in G'(n) by (D™) (n), (D) (n),
we then have

(7.2) Moy =Y P ((D™),(n) > i, (D), (n) > j|G(m — 1))

vE[n]

Since the evolution of s — G'(s) is independent of that of {G(s) : s > m —1} for s > m —1,
it makes no difference whether we condition on G(m — 1) or G(m) in (7. ) Hence, we have

(7.3)
Mm_Mm 1

= S PR > 4, D) > § Gm)) = P((D)in) > 1, (D), () > § Glm))
veln]
Since the evolution of n + (D(n), D3"*(n)) for n > m only depends on (D (m), DS**(m)) ,(
then
P(@ ) >0, D" (n) > j G(m)) =P(Py(n) > i, D" (n) > j (Di“(m),Diut(m)))(
P( (n) > i, (D™),(n) > j G(m))
—E{ [(ﬂimm) >0, (D™, (n) > 5 (D), (m), (D), (m))] C(m)}.
Then (7.3) bekomes
(74) My — My,
= > EB{P[pr(n) > i, D (n) > j (D(m), D (m))]

veln)
—P[Kbmm >0, (D7), (n) > j (D™, (m), (D™, (m))] C(m)}.
It is important to note that
P[P (n) > i,D0"(n) > j (Di}(m), DY (m))]
f - P[(Di“)i,(n) > i, (D, (n) ><j (D), m), (D™, (m))] Q
N = ( re con-

as long as (DI*(m), DS"(m )’ (m), (D°"),(m)),(because the two graphs
structed based on the same preferdntial attachment rule. {Thus,

P[fi“( n) > i,00(n) > j (D™(m), D" (m )”(j
- P[(Dmx,(n) > i, (D), (n) >y ((D™),(m), (D™™),,(m))] <

(n
"o
P
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Sl{ (Dip ). Dgm) 2 ((fimyi om0y om) |
So we conclude that (7.4) is bounded by: C
| My, — My
< Z E{ P[p(n) > i, D" (n) > j (DY (m), D" (m))]

—P[(C?i“)é(n) > i, (D), (n) > j ((D™),(m), (D), (m))] (G(m)}

))#

=E

G
= <{ (Dm ),Dout (1m) ( fln)/ (m),(Dout)!, (m)) } (m)

Note that (D*(m—1), D™ (m—1)) # ( —1), (D) (m—1)) forall 1 <v<m-—1
by construction, and since changing an eflge Wlll change the in- and ouf-degrees for at most
3 nodes, then

| My, — M, 1| < 3.

Next, we use the Azuma-Hoeffding inequality to prove (7.1). Since Ns;;(n) = 0 for
1,7 > n, then

p (H%E}X’N»,m‘( ) —E(Ns;si(n))| > C'\/nlogn)
n—1 n—1
< <’N>i,>j( ) — E(Nsi>j(n))| > C’\/nlogn)
i=0 j=0

2
<2 2exp {_ C’2 103g2n} oy ~(C2/18-2)

Therefore, (7.1) follows from taking C' > 6. O

Results in Lemma 7.2 also follows from the argument in [22, Proposition 8.4] Since the
details of this proof machinery has been given in the proof of Lemma 7.1, they are omitted
here.

Lemma 7.2. For 8;,, 00y > 0, there exist constants Ciy,, Cour > 3V2, such that as n — 0o,

(7.5) P (max N7 (n) — E(N™(n)) > Ciu(1+ \/nlogn)) =

i>0

and

(7.6 P (inage N30 — BONZH(0) 2 o1+ v/aTog)) =

720
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	vv 
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	that converges weakly to some limit measure in M+([0, ∞]\{0}), where b(n),b(n) are n is some intermediate sequence such that 
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	appropriate power law scaling functions and k

	kn/n → 0,kn →∞, as n →∞. 
	It also follows from (1.6) that for some tail indices ιin, ιout, and intermediate sequence kn, 
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	v 
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	v 
	This leads to consistency of the Hill estimator for ιin and ιout. 
	2. Preferential Attachment Models. 
	2.1. Model setup. Consider {G(n),n ≥ 1}, a growing sequence of preferential attachment graphs. The graph G(n) consists of n nodes, denoted by [n] := {1, 2,...,n}, and n directed edges; the set of edges of G(n) consisting of ordered pairs of nodes in [n] is denoted by E(n). The initial graph G(1) consists of one node, labeled node 1, with a self loop. Thus node 1 has in-and out-degrees both equal to 1. For n ≥ 1, we obtain a new graph G(n + 1) by appending a new node n + 1 and a new directed edge to the exis
	v 
	in
	v 
	out
	positive parameters δ

	• If the coin comes up heads with probability α, direct the new edge from the new node n + 1 to the existing node v ∈ [n] with probability depending on the in-degree of v in G(n): 
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	δ
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	• If the coin comes up tails with probability γ, direct the new edge from an existing node v ∈ [n] to the new node n + 1, with probability depending on the out-degree of v in G(n): 
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	(2.2) P(v ∈ [n] is chosen) = . 
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	We refer the two scenarios as α-and γ-schemes, respectively. 
	2.1.1. Model construction. One way to formally construct the model which helps with proofs is by using independent exponential random variables (r.v.’s). Deﬁne derived parameters 
	αγ 
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	and for n ≥ 1, we will recursively deﬁne what corresponds to the in-and out-degree sequences as random elements of (N),
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	with initialization 
	Ł. 
	(2.5) D(1)= (1, 1), (0, 0),... 
	corresponding to assuming G(0) has a single node with a self loop. For k ≥ 1, the recursive deﬁnition of {D(n)} uses the variables 
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	k 
	a sequence of iid standard exponential r.v.’s. Assuming D(n) has been given, D(n + 1) requires D(n) and the 2n variables {E,j =1,..., 2n} which are independent of D(n)
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	(n) 
	(n) 
	(n) E 

	E := ,k =1, . . . , n, 
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	k 
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	Conditionally on D(n), use the {E: k =1,..., 2n} to create a competition between 
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	k exponentially distributed alarm clocks. For δin,δout > 0 and n ≥ 1, deﬁne choice variables 
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	This increments the Ln+1-st pair by (1, 0) if Bn+1 = 0 and the (Ln+1 − n)-th pair by (0,1) if Bn+1 = 1; the ﬁrst case corresponds to an increase of in-degree and the second case to an 
	increase of out-degree. The recursion also assigns to pair n+1 either (1, 0) or (0, 1) depending on the case. This construction expresses D(n + 1) as a function of D(n) and something independent, namely {E,j =1,..., 2n} and therefore the process {D(n),n ≥ 1} is an
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	(N)-valued Markov chain. Also, because of the initialization (2.5), a simple induction argument applied to (2.8) gives the sum of the components satisﬁes 
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	These probabilities agree with the attachment probabilities (2.1), (2.2) in α-and γ-schemes, respectively. 
	2.2. Power-law tails. Suppose G(n) is a random graph generated by the dynamics above after n steps. Let Ni,j (n) be the number of nodes in G(n) with in-degree i and out-degree j, i.e. 
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	It is shown in [3, Theorem 3.2] using concentration inequalities and martingale methods that for as n →∞, 
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	where pij is a probability mass function (pmf) and [19, 20, 26] show that pij is jointly regularly ij is given in [3], but later in Section 5.1, we give another proof using Section 4’s embedding technique. 
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	Both pand p are pmf’s and the asymptotic form follows from Stirling’s formula: 
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	In other words, the marginal tail distributions of the asymptotic in-and out-degree sequences in a directed linear preferential attachment model are asymptotic to power laws with tail 
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	3. Preliminaries: Switched Birth Immigration Processes. 
	In this section, we introduce a pair of switched birth immigration processes (SBI processes). This lays the foundation for Section 4, where we embed the in-and out-degree sequences of a ﬁxed network node into a pair of SBI processes and derive the asymptotic limit of the degree growth. 
	3.1. Birth immigration processes. We start with a brief review of the birth immigration process. A linear birth process with immigration (BI process), {Z(t): t ≥ 0}, having lifetime parameter λ> 0 and immigration parameter θ ≥ 0 is a continuous time Markov process with state space N = {0, 1, 2, 3,...} and transition rate 
	q = λk + θ, k ≥ 0.
	Z 

	k,k+1 
	When θ = 0 there is no immigration and the BI process becomes a pure birth process and in such cases, the process usually starts from 1. 
	For θ> 0, the BI process starting from 0 can be constructed from a Poisson process and an independent family of iid linear birth processes [21]. Suppose that Nθ(t) is the counting function of homogeneous Poisson points 0 <τ<τ< ... with rate θ and independent of this Poisson process we have independent copies of a linear birth process {ζi(t): t ≥ 0}i≥1 with parameter λ> 0 and ζi(0)=1 for i ≥ 1. The BI process Z(t),t ≥ 0 is a shot noise process with Z(0)=0 and for t ≥ 0, 
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	X 
	(3.1) Z(t) := ζi(t − τi)1{t≥τ} = ζi(t − τi). i=1 i=1 
	i

	Theorem 3.1 modiﬁes slightly the statement of [21, Theorem 5] summarizing the asymptotic behavior of the BI process. This is also reviewed in [27]. 
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	Theorem 3.1. For {Z(t): t ≥ 0} as in (3.1), we have as t →∞, 
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	The random variable σ in (3.2) is a.s. ﬁnite and has a Gamma density given by 
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	f(x)= x e, x> 0. 
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	Remark 3.2. The form of σ in (3.2) and its Gamma density is justiﬁed in [21, 27]. For a BI process {Z(t)}t≥0 with Z(0) = j ≥ 1, modifying the representation in (3.1) gives 
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	Rate 
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	Table 1. Ingredients for a pair of switched BI processes. 
	3.2. Switched birth immigration processes. A switched birth immigration (SBI) process uses a Bernoulli choice variable to choose randomly from two independent BI processes with the same linear transition rates with one starting from 1 at t = 0 and the other starting from 0. A pair of SBI processes takes two SBI processes which are linked through the same Bernoulli choice variable. 
	-

	Suppose that J is a Bernoulli switching random variable with 
	P(J = 1) = p =1 − P(J = 0), 
	and {I(t): t ≥ 0}, {I(t): t ≥ 0}, {O(t): t ≥ 0}, {O(t): t ≥ 0} are four independent BI processes (also independent of J) with I(0) = O(0) = 0, I(0) = O(0) = 1 and transition rates 
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	See Table 1 for quick reminders. Then we construct a pair of SBI processes { I(t),O(t): t ≥ 0} using ﬁve independent ingredients: 
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	We then consider the convergence of the pair of SBI processes, eI(t),e , as t →∞. Write a Gamma random variable X with density fX (x)= bxe/Γ(a), x> 0 and a,b > 0, as X ∼ Γ(a, b). Then from Theorem 3.1, Remark 3.2 and (3.3), we have with 
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	4. Embedding Process. 
	In order to prove the weak convergence of the sequence of empirical measures in (1.6), we 
	Ł. 
	need to embed the in-and out-degree sequences { D(n),D(n) ,v ∈ [n],n ≥ 1} into a
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	process constructed from pairs of SBI processes, as speciﬁed in Section 3. The embedding idea is proposed in [1] and has been used in [27] to model two diﬀerent undirected linear preferential attachment models. 
	4.1. Embedding. Here we discuss how to embed the directed network growth model into a process constructed from an inﬁnite sequence of SBI pairs. 
	4.1.1. Directed network model and SBI processes. The building blocks of the embedding procedure is an inﬁnite family of independent BI processes 
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	4.1.2. Embedding. The following embedding theorem is similar to those proved in [1, 27] and summarizes how to embed in the paired SBI process constructions. 
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	For 2 ≤ v ≤ n, this agrees with the transition probabilities in (2.10) and (2.11) respectively; the case for v = 1 is similar. . 
	4.2. Asymptotic properties. With the embedding technique speciﬁed in Section 4.1, the asymptotic behavior of the in-and out-degree growth in a preferential attachment model can be characterized explicitly. These asymptotic properties then help us derive weak con
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	Proof. (i) From Lemma 4.1(i), {Tn : n ≥ 1} are jump times of a pure birth process starting from 1 and transition rate 
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	Therefore, (4.10) follows from applying the known convergence results of linear birth processes; see [17, Theorem 5.11.4] and [11, 28], among other sources. 
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	as t →∞. According to the construction of the processes { Iv(t − Tv),Ov(t − Tv): t ≥
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	using the assumption that I, I, Oand Oare independent BI processes so that results in [1, Proposition 2.6] are still applicable here. This completes the proof of (4.17). . 
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	5. Convergence Results on Joint Degree Distributions. 
	5.1. Convergence of the joint degree counts. Now we analyze the convergence of the
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	⎧⎫ E(Ni,j (n)) 1 1 � .
	⎨
	X 
	1
	.Ł .
	⎬ 
	X 
	.
	D
	in
	(n),D
	out 
	. 

	= E = P (n) =(i, j) 
	D
	in 
	v 

	v (n),Dv (n) =(i,j) ⎭ v∈[n] v∈[n] 
	n 
	⎩
	n 
	out
	n 
	v 

	n
	1 X.Ł .. 
	(5.4) = P Iv(Tn − Tv),Ov(Tn − Tv) =(i, j) . 
	n 
	v=1 
	(1) (2) (1)
	Suppose that {Bv (δin,p): v ≥ 1}, {Bv (1 + δin,p): v ≥ 1}, {Bv (1 + δout,p): v ≥ 1}and Bv (δout,p): v ≥ 1} are four independent sequences of negative binomial r.v.’s with given parameters. Then by the distribution of a BI process (cf. [21, Equation (2.2)] and [8, Theorem 3.11]), we have for any v ≥ 2, t ≥ 0 and k ≥ 0,
	e 
	{
	e 
	(2)

	h. .i
	cin 
	(0) (1) − t 
	P(I
	B

	cin+cout
	(5.5a) (t)= k)= P δin,e = k, 
	v 
	v 

	h. .i
	cin 
	(1) (2) 
	P(I
	1+ B

	cin+cout
	(5.5b) (t)= k)= P 1+ δin,e = k, 
	v 
	v 
	− t 

	h. .i 
	(0) (1) − t 
	P(O
	B

	cin+cout
	(5.5c) (t)= k)= P 1+ 1+ δout,e = k, 
	v 
	e 
	v 
	c
	out 

	h. .i 
	cout 
	(1) (2) − t
	P(O
	B

	(5.5d) (t)= k)= P δout,e inout = k, 
	v 
	e 
	v 
	c
	+c

	Ł. 
	and note the quantities on the right do not depend on v. Also, recall that Iv(t),Ov(t) , t ≥ 0, are identically distributed such that, 
	v≥2

	(0) (1) (0) (1)
	)I
	I
	)O
	O

	Iv(t) = (1 − Jv(t)+ Jv(t), (t) = (1 − Jv(t)+ Jv (t).
	v 
	v 
	v 

	vv 
	O

	(0) (1) (0) (1)
	v , Iv , Ov and Ov are independent from each other, we then deﬁne for any v ≥ 2, 
	Since for v 
	≥ 
	2, the processes I

	(n) (1) −(Tn−Tv )
	B
	)B
	),

	:= (1 − Jv(δin,e )+ Jv(1 + B(1 + δin,e 
	v 
	v 
	−(T
	n
	−T
	v 
	)
	v 
	(2)

	. 
	(1) (2) −(Tn−Tv )
	B
	B

	(1 − Jv)(1 + (1 + δout,e )+ Jv( (δout,e , 
	e 
	v 
	−(T
	n
	−T
	v 
	)
	e 
	v 

	and (5.4) becomes, 
	n
	11 X.Ł .. E(Ni,j (n)) = P Iv(Tn − Tv),Ov(Tn − Tv) =(i, j) 
	nn 
	v=1 n
	1 X. . 1 .Ł ..
	.
	h i. 

	(n)(n)
	B

	(5.6) = P =(i, j)+ P I(Tn),O(Tn) =(i, j) − P B=(i, j) . 
	v 
	1
	1
	1 

	nn 
	v=1 
	The last step is necessitated by the construction since (I(t),O(t)) is a pair of independent BI processes, which is diﬀerent from the rest of the (Iv(·),Ov(·))v≥2 pairs. Here this diﬀerence is inconsequential because as n →∞, 
	1
	1

	hi
	1 .Ł .. 2 
	P I(Tn),O(Tn) =(i, j) − P B=(i, j) ≤→ 0. 
	1
	1
	1
	(n) 

	nn 
	So we only need to consider the ﬁrst term in (5.6). Let Un be a random variable uniformly distributed on [n − 1] and independent of the rest. Then 
	n
	1 X. . 
	1 X. . 
	(n)
	B

	P =(i, j) 
	v 

	n 
	v=1 n
	cout .
	X 
	h
	Ł 
	i

	(1) − (Tn−Tv ) (1) (Tn−Tv )
	1 
	B
	B

	cin+cout
	=α P (δin,e inout ), 1+ (1 + δout,e ) =(i, j) 
	v 
	c
	+ 
	c
	in 
	c
	e 
	v 
	− 

	n 
	v=1 n
	Xhi 
	Ł 

	cin cout
	1 − (Tn−Tv ) (2) − (Tn−Tv )
	B
	. 

	cin+cout
	+ γ P 1+ B(1 + δin,e inout ), (δout,e =(i, j) 
	v 
	(2)
	c
	+c
	e 
	v 

	n 
	1 Ł cin cout .
	. 
	v=1 
	. 
	h
	i 

	(1) − (Tn−TUn ) (1) − (Tn−TUn )
	=α 1 − P B(δin,e inout ), 1+ B(1 + δout,e inout ) =(i, j) 
	1 
	c
	+c
	e 
	1 
	c
	+c

	n
	1 Ł cin cout .
	. 
	. 
	h
	i 

	(2) − (Tn−TUn ) (2) − (Tn−TUn )
	+ γ 1 − P 1+ B(1 + δin,e inout ),B(δout,e inout =(i, j) 
	1 
	c
	+c
	e 
	1 
	c
	+c

	n 
	1 .. 
	(n)
	B

	+ P =(i, j) , 
	n 

	n 
	(1) (1) (2) (1)
	since the distributions of Bv ,Bv ,Bv ,Bv do not depend on v. Let T be a unit exponential random variable that is independent of Iv,Ov, v ≥ 1. A variant of the Renyi representation for exponential order statistics (see [8, Theorem 3.14] for details) gives 
	e 
	e 

	d T 
	(5.7) Tn − TUn = . 
	(c
	in + cout)
	−1 

	(1) (2) (1) (2)
	Deﬁne a Bernoulli random variable J that is independent from T , B, B, Band Bwith P(J = 1) = γ =1 − P(J = 0). Then applying (5.7) therefore gives 
	1 
	1 
	e 
	1 
	e 
	1 

	n

	1 X. . 
	1 X. . 
	(n)
	B

	P =(i, j) 
	v 

	n 
	v=1hi
	.. 
	Ł 

	1 .
	(1) (1) −coutT 
	)

	=α 1 − P B(δin,e ), 1+ B(1 + δout,e =(i, j) 
	1 
	−c
	in
	T 
	e 
	1 

	n
	.. 
	.. 
	Ł ...
	h


	(2) (2)
	+ γ 1 − P 1+ B (1 + δin,e ),B(δout,e =(i, j) +B=(i, j)
	1 
	−c
	in
	T 
	e 
	−c
	out
	T 
	i 
	1 
	(n) 

	11 n 
	nn
	.. 
	.. 
	h

	1 Ł.
	(1) (1) −coutT 
	)

	=1 − P (1 − J) B(δin,e ), 1+ B(1 + δout,e 
	1 
	−c
	in
	T 
	e 
	1 

	n 
	i
	Ł. 1 ..
	(2) −cT (2) (n)
	in
	), 
	e
	B

	−coutT
	+J 1+ B (1 + δin,e B (δout,e =(i, j)+ =(i, j)
	11 n 
	n
	.. 
	.. 
	.Ł... . 

	=1 − P I, O =(i, j) +B=(i, j) . 
	1 
	1 
	n 
	(n) 

	nn 
	Therefore, 1 .Ł. . 4 
	E [Nij (n)] − P I, O =(i, j) ≤ , 
	nn which leads to (5.2) and (5.3) as n →∞. . 
	Remark 5.3. This argument also shows that for x> 0,y > 0, 1 Ł. 
	(5.8) EN>x,>y(n)= P (I, O) ∈ (x, ∞] × (y, ∞]+ .n(x, y), 
	n 
	where 
	4 sup |.n(x, y)|≤ . x>0,y>0 n 
	5.2. Convergence of the joint empirical measure. In this section, we investigate the convergence of the joint empirical measure: 
	X
	1 
	n 
	.
	Ł.
	(·),

	inout 
	D
	(n)/b
	1
	(n/k
	n
	),D

	(n)/b(n/kn)
	ii 
	2

	kn 
	kn 

	k=1 
	with scaling functions bi(·), i =1, 2, and some intermediate sequence kn such that kn/n → 0 and kn →∞ as n →∞. From (5.1), we have 1 X �. �. 
	.
	P 

	(5.9) .{(i, j)} −→ P (I, O)=(i, j) ,n →∞. 
	Ł 

	inout
	D
	(n),D

	(n) v∈[n] 
	vv
	n 
	Moreover, [20, Theorem 2] shows that the limit pair (I, O) is non-standard regularly varying, i.e. 
	.. .. 
	v
	IO 

	(5.10) nP , γV(·)+ αV(·),n →∞, 
	∈· −→ 
	1
	2

	cin cout 
	n
	n

	in M+([0, ∞]\{0}) and Vi(·), i =1, 2, concentrate on (0, ∞)with Lebesgue densities given below in (5.14) and (5.15). It is also shown in [26] that the density of the limit measure is jointly regularly varying, and the relationship between the regular variation of the limit measure and that of the limit density has been explored. 
	2 
	2 

	Let b(t)= tand b(t)= t, then heuristically, combining (5.9) and (5.10) gives 
	1
	c
	in 
	2
	c
	out 

	.. .. 
	1 n IO 
	(5.11) .(·) ≈ P , ∈· 
	X 
	Ł.

	D(n)/(n/kn)in ,D(n)/(n/kn)out 
	k
	n
	in
	c
	out
	c
	k
	n 
	(n/k
	n
	)
	cin 
	(n/k
	n
	)
	cout

	vv 
	v∈[n] 
	⇒ γV(·)+ αV(·),n →∞ 
	1
	2

	in M([0, ∞]\{0}). We justify the approximation in (5.11) and the convergence result is summarized in the following theorem. 
	2 

	Theorem 5.4. Suppose that {kn} is an intermediate sequence satisfying 
	(5.12) lim inf kn/(n log n)> 0 and kn/n → 0 as n →∞, 
	1
	/2 

	n→∞ 
	and recall a = cout/cin. Then we have 
	1 
	n 

	(5.13) .() γV(·)+ αV(·),
	X 
	Ł.
	·
	⇒ 
	1
	2

	incin outcout 
	D
	(n)/(n/k
	n
	)
	,D
	(n)/(n/k
	n
	)

	vv
	kn 
	kn 

	v∈[n] 
	in M+([0, ∞]\{0}), where Vand Vconcentrate on (0, ∞)with Lebesgue densities 
	2 
	1 
	2 
	2 

	Z 
	∞

	δin δout−1−(2+1/cin+δin+aδout) −x/z+y/z
	y
	x 
	a 

	(5.14) (x, y)= ze dz, 
	f
	1

	cinΓ(1 + δin)Γ(δout) 
	0 

	and 
	Z 
	∞

	δin−1 δout
	xy 
	−(1+a+1/cin+δin+aδout) −x/z+y/z
	a 

	(5.15) (x, y)= ze dz, 
	f
	2

	cinΓ(δin)Γ(1 + δout) 
	0 

	respectively. 
	Proof. Proving (5.13) requires using concentration results for degree counts Ni,j (n) which compare counts with expected counts; these are collected in Section 7. In this section we show for x,y > 0, 
	..
	1 n P
	(5.16a) E N cout (n) − p −→ 0,
	cin cin cout 
	>( ) x, >( ) y>( ) x, >( ) y
	n 
	n 
	n 
	n 

	k
	k
	n 
	kn kn 
	k
	n 
	kn kn 

	.. 
	1 n P
	in in
	N

	(5.16b) E cin (n) − p cin −→ 0,
	k
	n 
	k
	n 

	>( ) x>( ) x
	n 
	n 

	kn kn 
	.. 
	out out P
	1 
	N
	n 

	(5.16c) E cout (n) − p cout −→ 0. 
	k
	n 
	k
	n 

	>( ) y>( ) y
	n 
	n 

	kn kn 
	We give a proof for (5.16a) and (5.16b) and (5.16c) follows from a similar argument. 
	Adopting the notation from the proof of Theorem 5.1, and using (5.8) we have 
	..
	1 n 
	E N cin cout (n) − p cin cout 
	>( ) x, >( ) y>( ) x, >( ) y
	n 
	n 
	n 
	n 

	kn 
	kn 
	k
	n 
	k
	n 
	kn 
	k
	n 
	k
	n 

	. ...
	in out
	X 
	D
	D

	n 1(n)(n) n IO 
	= P > x, >y − P >x, >y
	v 
	v 

	cin cout 
	)
	)
	)
	cin 
	)
	cout

	n (n/kn (n/kn 
	kn 
	kn (n/kn (n/kn 

	v∈[n] 
	n 
	n 1 XŁŁ .Ł .. 
	(n) cin cout
	B
	)
	)

	= P ∈ (n/kn x, ∞× (n/kn y, ∞ 
	v 

	n 
	kn 

	v=1 
	.. 

	n IO 
	− P >x, >y
	kn (n/kn)
	kn (n/kn)
	c
	in 
	(n/kn)
	c
	out 

	.. 
	in out
	D
	D

	1(n)(n)
	+ P > x, >y
	1 
	1 

	(n/kn)(n/kn)
	kn 
	c
	in 
	c
	out 

	. 
	Ł .Ł .
	. 

	(n) cin cout
	)
	)

	−P B∈ (n/kn x, ∞× (n/kn y, ∞ 
	1 

	Ł. 2 
	cin cout
	)
	)

	≤ .n (n/kn x, (n/kn y + → 0,kn as n →∞. Combining concentration results in (7.1), (7.5) and (7.6) with (5.16) implies that for any intermediate sequence {kn} satisfying (5.12) and x,y > 0, as n →∞, 
	1 P
	(5.17a) N cout (n) − np cout −→ 0,
	cin cin
	>( ) x, >( ) y>( ) x, >( ) y
	n 
	n 
	n 
	n 

	knkn knkn
	kn 
	kn 

	1 P
	in in
	N

	(5.17b) (n) − np −→ 0,
	cin cin
	>( ) x>( ) x
	n 
	n 

	kn kn
	kn 
	kn 

	P
	out out
	1 
	N

	(5.17c) cout (n) − np cout −→ 0. 
	>( ) y>( ) y
	k
	n
	n 
	n 

	kn kn 
	Deﬁne the vague metric ρ(·, ·) on M+([0, ∞]\{0}) (cf. [18, Chapter 3.3]) as follows. There exists some sequence of continuous functions on [0, ∞]\{0} with compact supports, fi : [0, ∞]\{0} 7→ R+, i ≥ 1, and for µ,µ∈ M+([0, ∞]\{0}), 
	2 
	2 
	2 
	1
	2 
	2 

	X
	|µ(fi) − µ(fi)|∧ 1 
	∞ 
	1
	2

	ρ(µ,µ)= ,
	1
	2

	2i i=1 
	R 
	where µj (fi) := fi(x)µj (dx), j =1, 2, i ≥ 1. Then results in (5.17) imply: as
	[0,∞]\{0}
	2

	n →∞, (5.18)
	⎛⎞ 
	n .. .. 
	1 n IO
	.⎠ 
	P

	ρ ., P , ∈· −→ 0. 
	⎝
	X 
	Ł 

	D(n)/(n/kn)in ,D(n)/(n/kn)out 
	k
	n
	in
	c
	out
	c
	k
	n 
	(n/k
	n
	)
	cin 
	(n/k
	n
	)
	cout

	vv 
	v∈[n] 
	Then (5.13) follows from combining (5.18) and the vague convergence in (5.10), with (5.14) and (5.15) being speciﬁed in [20, Theorem 2]. . 
	6. Consistency of the Hill Estimator 
	In practice, the growth rates of in-and out-degrees are often estimated by Hill estimators as deﬁned in (1.4). However, despite its wide use, there is no theoretical justiﬁcation for such estimates and the consistency has been proved only for a simple undirected preferential attachment model in [27]. We now turn to (1.7) and (1.8) as preparations for considering consistency of the Hill estimator. 
	Proposition 6.1. Suppose that kn} is some intermediate sequence satisfying (5.12). Deﬁne 
	{

	..
	..
	−1 cin
	..


	in + c ) αδin γ
	Γ(1 + δ

	cin
	in 
	t

	b(t)= cin + ,
	1

	in) 1+ cinδin cin
	Γ(1 + δ

	. . ..c
	−1 
	out

	out + c) γδout α 
	Γ(1 + δ
	out

	cout
	t

	b(t)= cout + ,
	2

	out) 1+ coutδout cout 
	Γ(1 + δ

	then 
	X
	1 
	(6.1) .Din(n)/b(n/kn) ⇒ ν −1 , in M+((0, ∞]),
	1

	v c
	k
	n 

	in 
	v∈[n] 
	X
	1 
	(6.2) .Dout(n)/b(n/k) ⇒ ν −1 , in M+((0, ∞]). 
	k
	n 
	v 
	2
	n
	c 

	out 
	v∈[n] 
	Proof. Marginalizing the results in (5.13) gives 
	.. 
	X 
	−1 

	1 Γ(1 + δin + c) αδin γ 
	in 

	. ⇒ cin + ν, in M+((0, ∞]),
	Din(n) 

	Γ(1 + δin) 1+ cinδin cin 
	kn 
	(n/k
	v
	n
	)cin 
	c 
	−1 

	in 
	v∈[n] .. 
	X 
	−1 

	1 Γ(1 + δout + c ) α
	out 
	out 
	γδ
	out

	. Dout(n) ⇒ cout + ν −1 , in M+((0, ∞]). 
	v 
	c 

	out
	(n/kn)cout Γ(1 + δout) 1+ coutδout cout 
	kn 

	v∈[n] 
	Scaling both sides by the constant appearing in the limit measure gives (6.1) and (6.2). . 
	With Proposition 6.1 available, we now prove the consistency of Hill estimators for in-and out-degrees. 
	Theorem 6.2. Let 
	in in in
	D
	(n) ≥ D
	·≥ D

	(n) ≥ ·· (n),
	(1) (2) (n) 
	outout out
	D
	(n) ≥ D
	·≥ D

	(n) ≥ ·· (n),
	(1) (2) (n) 
	be order statistics for in-and out-degrees {D(n)}v∈[n], {D(n)}v∈[n], respectively. Deﬁne
	in
	out

	vv 
	the Hill estimators for {D(n)}v∈[n] and {D(n)}v∈[n] as
	in
	out

	vv 
	k in k out
	D
	D

	X (n)X (n) 
	1 
	1 

	in (i) out (i) 
	H
	H

	:= log , := log . 
	k,n 
	D
	in 
	k,n 
	D
	out 

	k (n) k (n)
	(k+1) (k+1)
	i=1 i=1 
	Then for some intermediate sequence {kn} satisfying (5.12), we have as n →∞, 
	PP
	in out
	H
	H

	(6.3) k,n and −→ cout.
	n

	inkn,n 
	−→ c
	, 

	Proof. From (6.1) and (6.2), we conclude by inversion and [18, Proposition 3.2] that in 
	D(0, ∞] in out
	D
	D

	(n)
	P P
	([knt]) 
	([knt])
	(n) 

	−cin −cout
	−→ t and −→ t. 
	b(n/kn) b(n/kn) Therefore, 
	1
	2

	⎛⎞ X (n) �. 
	1 
	(k
	n
	)

	(6.4) .Din(n)/b(n/k),⇒ ν −1 , 1 in M+((0, ∞]) × (0, ∞),
	⎝ 
	1
	n
	D
	in 
	⎠
	c 

	b(n/kn) 
	kn 
	v 
	1
	in 

	v∈[n]
	⎛⎞ X (n) �. 
	1 
	(k
	n
	)

	(6.5) ⎠
	⎝ 
	.
	D
	out
	(n)/b
	2
	(n/k
	n
	)
	,
	D
	out 
	⇒ ν 
	−1 
	, 1 in M
	+
	((0, ∞]) × (0, ∞). 

	out
	b(n/kn) 
	kn 
	v 
	2
	c 

	v∈[n] 
	Deﬁne the operator 
	S : M+((0, ∞]) × (0, ∞) 7→ M+((0, ∞]) 
	by 
	S(ν, c)(A)= ν(cA). By the proof in [18, Theorem 4.2], the mapping S is continuous at (ν , 1), i =1, 2. There
	c 
	-

	−1 
	i 
	fore, applying the continuous mapping S to the joint weak convergence in (6.4) and (6.5) gives 
	X
	1 
	.
	. ⇒ ν −1 , in M+((0, ∞]),
	D
	in 
	D
	in 

	c
	(n)(n) in v∈[n] 
	v (k) 
	kn 
	n

	X
	1 
	.
	. ⇒ ν −1 , in M+((0, ∞]). 
	D
	out 
	D
	out 

	c
	(n)(n) out v∈[n] 
	v (k) 
	kn 
	n

	Then the rest of the proof is similar to arguments in the proof of [27, Theorem 11]. Here we only include proofs for the consistency Hand that for Hfollows from the same
	in 
	out 

	kn,n kn,n
	P 
	in .
	ν
	1 

	argument. Deﬁne ˆ(·) := . (·). First observe 
	n 
	v∈[n] 
	D
	in 
	D
	in 

	kn (n) (n)
	(k
	n
	)

	v 
	Z 
	∞ 

	dy
	in in 
	H
	ν

	= ˆ(y, ∞] .
	kn,n n 1 
	R
	M 
	y 

	Then ﬁx M> 0 large and deﬁne a mapping f 7→ f(y)from D(0, ∞] 7→ R+. This map is a.s. continuous so 
	1 
	d 
	y
	y 

	ZZ
	dy Pdy
	M 
	M 

	in
	ν

	ˆ(y, ∞] −→ ν −1 (y, ∞] , 
	n 
	c 

	in
	yy
	11 
	and it remains to show by the second converging together theorem (cf. [18, Theorem 3.5]) that 
	.
	Z 
	∞ 

	. 
	dy
	in
	ν

	(6.6) lim lim sup P ˆ(y, ∞] >ε =0. 
	n 

	M→∞ n→∞ y
	M 
	The probability in (6.6) is 
	!
	!
	.Z .Z in 
	∞ 
	∞ 
	D
	(n)


	dy dy (k)
	n

	in in
	ν
	ν

	P ˆ(y, ∞] >ε ≤ P (y, ∞] > ε, − 1 <η
	n 

	n 
	ˆ 

	y yb(n/kn) 
	M 
	M 
	1

	D(n) 
	Z 
	∞ 
	dy
	in 
	! 

	in 
	ν
	(kn)

	+ P ˆ(y, ∞] > ε, − 1 ≥ η 
	n 

	yb(n/kn) 
	M 
	1

	!
	!
	n
	Z 


	∞ X
	1dy
	≤ P .in((1 − η)y, ∞] >ε 
	D
	(n)/b
	1
	(n/k
	n
	)

	i 
	i 
	k
	n 

	y

	M 
	!

	i=1 in 
	D

	(n)
	(kn)
	(kn)

	+P − 1 ≥ η =: A + B. 
	b(n/kn) 
	1

	By (6.4), B → 0 as n →∞, and using the Markov inequality, A is bounded by 
	!
	!
	Z n
	∞ 


	X
	11 dyE .in((1 − η)y, ∞]ε kn y
	D
	(n)/b
	1
	(n/k
	n
	)
	M 
	v 

	v=1 n Z
	!
	Z 

	∞ X ∞ 
	Ł

	11 dy 11 .dy
	in 
	N

	= E .in(y, ∞] ≤ E (n) . 
	D
	v 
	(n)/b
	1
	(n/k
	n
	)
	>[b
	1
	(n/k
	n
	)y]

	εyε y
	kn 
	kn 

	M(1−η) M(1−η)
	v=1 
	Using Stirling’s formula, (5.17b) gives that for y> 0, −1 
	1 
	Ł. 

	in −c
	N

	in
	(6.7) E (n) → y.
	>[b(n/kn)y]
	1

	kn 
	kn 

	Let U(t) := E(N(n)) and (6.7) becomes: for y> 0,
	in 

	>t 
	−1 
	1 

	in
	U(b(n/kn)y) → y , as n →∞. 
	1
	−c 
	kn 

	−1 in 
	Since U(·) is a non-increasing function, U ∈ RVby [18, Proposition 2.3(ii)]. Therefore, 
	−c 

	Karamata’s theorem gives 
	Karamata’s theorem gives 
	1 1 Ł .dy 
	Z 
	∞ 
	N
	in 


	in
	A ≤ E (n) ∼ C(δ, η)M,
	>[b
	1
	(n/k
	n
	)y]
	−c 
	−1 

	M(1−η) 
	ε 
	k
	n 
	y 

	in
	with some positive constant C(δ, η) > 0. Also, M→ 0 as M →∞, and (6.6) follows. . 
	−c 
	−1 

	7. Concentration of degree counts 
	In this section, we collect concentration results for the degree counts that are useful in the proofs in Theorem 5.4. 
	P 
	Lemma 7.1. Deﬁne N>i,>j (n) := 1inout. Then for δin > 0, there exists a constant C> 6 such that as n →∞,
	v∈[n] 
	{D
	v 
	(n)>i,D
	v 
	(n)>i}

	..
	Łp . 
	(7.1) P max N>i,>j (n) − E(N>i,>j (n))|≥ C 1+ n log n = o(1). 
	|

	i,j 
	Proof. The proof of (7.1) follows from a similar argument as in the proof of [22, Proposition 8.4]. We include it here to make it self-contained. Deﬁne a martingale 
	Ł .XŁ . 
	Mm := E N>i,>j (n)|G(m)= P D(n) > i,D(n) >j|G(m) ,m ≤ n. 
	v 
	in
	v 
	out

	v∈[n] 
	For m ≥ 2, we deﬁne a new graph G(s) by G(s)= G(s) for s ≤ m − 1, while s 7→ G(m) 
	0
	0
	0

	evolves independently of {G(s): s ≥ m−1}, following the preferential attachment rule given out
	(n), (D
	)
	0

	in Section 2.1. Denote the in-and out-degrees of the node v in G(n) by (D)(n), we then have 
	0
	in
	0 
	vv

	XŁ . 
	inout
	(D
	)
	0 
	(n) > i, (D
	)
	0

	(7.2) Mm−1 = P (n) >j|G(m − 1) .
	v

	v v∈[n] 
	Since the evolution of s 7→ G(s) is independent of that of {G(s): s ≥ m − 1} for s ≥ m − 1, it makes no diﬀerence whether we condition on G(m − 1) or G(m) in (7.2). Hence, we have 
	0

	(7.3) 
	Mm−Mm−1
	X.Ł .Ł .. 
	in inout
	D
	(D
	)
	0 
	(n) > i, (D
	)
	0 

	= P (n) > i,D(n) >j G(m) − P (n) >j G(m) .
	out

	vv vv v∈[n] 
	Ł. Ł. 
	in in
	D
	D

	Since the evolution of n 7→ (n),D(n) for n ≥ m only depends on (m),D(m),
	out
	out

	vv vv 
	then 
	Ł .Ł Ł.. 
	in in in
	D
	D
	D

	P (n) > i,D(n) >j G(m)= P (n) > i,D(n) >j (m),D(m) ,
	out
	out
	out

	vv vvvv
	Ł. 
	inout
	(D
	)
	0 
	(n) > i, (D
	)
	0

	P (n) >j G(m) 
	vv

	no
	. Ł.. 
	inoutinout
	(D
	)
	0 
	(n) > i, (D
	)
	0 
	(D
	)
	0 
	(m), (D
	)
	0 

	= EP (n) >j (m) G(m) . 
	vv
	vv

	Then (7.3) becomes 
	(7.4) Mm − Mm−1 
	X. Ł.. 
	n

	in in 
	D
	D

	= EP (n) > i,D(n) >j (m),D(m)
	out
	out

	vv vv v∈[n] 
	o
	o
	. Ł.. 

	inoutinout
	(D
	)
	0 
	(n) > i, (D
	)
	0 
	(D
	)
	0 
	(m), (D
	)
	0

	−P (n) >j (m) G(m) . 
	vv
	vv

	It is important to note that 
	. Ł.. 
	inout inout
	D
	(n) > i,D
	D
	(m),D

	P (n) >j (m)
	vv vv
	. Ł.. 
	inoutinout
	(D
	)
	0 
	(n) > i, (D
	)
	0 
	(D
	)
	0 
	(m), (D
	)
	0 

	= P (n) >j (m) , 
	vv
	vv

	Ł.Ł . 
	inout inout
	D
	(m),D
	(D
	)
	0 
	(m), (D
	)
	0

	as long as (m)= (m) , because the two graphs are constructed based on the same preferential attachment rule. Thus, 
	vv 
	vv
	-

	. Ł.. 
	in in
	D
	D

	P (n) > i,D(n) >j (m),D(m)
	out
	out

	vv vv 
	. Ł.. 
	inoutinout
	(D
	)
	0 
	(n) > i, (D
	)
	0 
	(D
	)
	0 
	(m), (D
	)
	0

	− P (n) >j (m) 
	vv
	vv

	.Ł.Ł .. 
	≤1
	. 

	inout inout
	D
	(m),D
	(D
	)
	0 
	(m),(D
	)
	0 

	v
	v
	v
	v
	(m) 6= 
	(m) 6= 
	(m) 

	So we conclude that (7.4) is bounded by: 
	Mm − Mm−1|
	|

	X. Ł.. 
	n

	in inout
	D
	D
	(m),D

	≤ EP (n) > i,D(n) >j (m)
	out

	vv vv v∈[n] 
	o
	o
	. Ł.. 

	inoutinout
	(D
	)
	0 
	(n) > i, (D
	)
	0 
	(D
	)
	0 
	(m), (D
	)
	0

	−P (n) >j (m) G(m) 
	vv
	vv

	!
	X 
	.Ł.Ł .. 
	1
	G(m)

	≤ E 
	inout inout
	D
	(m),D
	(D
	)
	0 
	(m),(D
	)
	0 

	v
	v
	v
	v
	(m) 6= 
	(m) 6= 
	(m) 

	v 
	v∈[n] 
	⎛⎞ X = E 1G(m)
	⎝ 
	.
	Ł.Ł .
	. 
	⎠ 

	inout out
	D
	(m),D
	(m),(D
	)
	0 

	v
	v 
	. 
	(m) 6= 
	in
	0
	(
	D 
	)
	v

	(m) 
	v∈[n] 
	Ł.Ł . 
	inout inout
	D
	(m − 1),D
	(D
	)
	0 
	(m − 1), (D
	)
	0

	Note that (m − 1) =6 (m − 1) forall1 ≤ v ≤ m − 1
	vv vv 
	by construction, and since changing an edge will change the in-and out-degrees for at most 3 nodes, then 
	Mm − Mm−1|≤ 3. 
	|

	Next, we use the Azuma-Hoeﬀding inequality to prove (7.1). Since N>i,>j (n) = 0 for i,j >n, then 
	..
	p
	P max |N>i,>j (n) − E(N>i,>j (n))|≥ C
	n log n 

	i,j 
	n−1 n−1 ..
	XX p
	≤ P |N>i,>j (n) − E(N>i,>j (n))|≥ Cn log n i=0 j=0 
	.. 
	Clog n
	2 

	2 −(C/18−2)
	2

	≤ n · 2 exp − =2n. 
	2 · 3
	2 · 3
	2 

	Therefore, (7.1) follows from taking C> 6. . 
	Results in Lemma 7.2 also follows from the argument in [22, Proposition 8.4] Since the details of this proof machinery has been given in the proof of Lemma 7.1, they are omitted here. 
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