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#### Abstract

In many computing and networking applications, arriving tasks have to be routed to one of many servers, with the goal of minimizing queueing delays. When the number of processors is very large, a popular routing algorithm works as follows: select two servers at random and route an arriving task to the least loaded of the two. It is well-known that this algorithm dramatically reduces queueing delays compared to an algorithm which routes to a single randomly selected server. In recent cloud computing applications, it has been observed that even sampling two queues per arriving task can be expensive and can even increase delays due to messaging overhead. So there is an interest in reducing the number of sampled queues per arriving task. In this paper, we show that the number of sampled queues can be dramatically reduced by using the fact that tasks arrive in batches (called jobs). In particular, we sample a subset of the queues such that the size of the subset is slightly larger than the batch size (thus, on average, we only sample slightly more than one queue per task). Once a random subset of the queues is sampled, we propose a new load balancing method called batch-filling to attempt to equalize the load among the sampled servers. We show that our algorithm maintains the same asymptotic performance as the so-called power-of-two-choices algorithm while using only half the number of samples.


## I. Introduction

In many computing and networking applications, including routing, hashing, and load balancing (see [14]), a router (also called scheduler) has to route arriving tasks to one of many servers with the goal of minimizing queueing delays. Such applications have been increasingly relevant recently, due to the explosive growth of cloud computing where a large number of servers in a data center are used to process a large volume of tasks. Ideally, one would like the router to consider the queue lengths at all the servers and select the shortest of the queues since this is delay optimal, at least in certain traffic regimes (see [6] and references cited within). However, sampling all the queues can be expensive when the number of servers is very large. Motivated by such considerations, load balancing in the large-server limit was studied in [9], [11], [19]. The key result in those papers is that queueing delays can be dramatically reduced by sampling two servers for each task, instead of just one, and routing the task to the shorter of the two queues. We will call this basic algorithm the power-of-two-choices algorithm as in prior work. These results have been extended in various directions. In [3], [4], the results have been extended

[^0]to the case of heavy-tailed distributions, in [17], [18], the effect of resource pooling has been considered, and the case of heterogeneous servers operating under the processor-sharing discipline has been treated in [12].

In this paper, we are motivated by cloud computing applications in which each arrival is a job consisting of many tasks, each of which can be executed in parallel in possibly different servers. In queueing theory parlance, this model differs from the models mentioned earlier due to the fact that task arrivals occur in batches, i.e., each job corresponding to a batch arrival of tasks. We note the terminology we use here: a job is a collection of tasks, and each task can be routed independently of each other. Such a model arises in the well-known Map/Reduce framework, for example, where each Map job consists of many Map tasks (here, we do not consider the Reduce phase of the job). More generally, any parallel processing computer system will have job arrivals which consist of many tasks which can be executed in parallel. The question of interest is whether the fact that there are batch arrivals can be exploited to significantly reduce the sample complexity. Here, by sample complexity, we mean the number of queues sampled per arriving task to make routing decision. Our motivation for this problem arises from a study of batch arrivals to computing clusters presented in [13], where the authors observe a phenomenon called messaging overhead, i.e., the overhead of providing task backlog feedback can slow down servers and increase the delays experienced by tasks/jobs. Further, [13] proposes an algorithm which achieves better performance than the power-of-two-choices algorithm when both of them use the same number of samples per arriving task. In this paper, we observe that this basic algorithm for batch arrivals suggested in [13] does not work well in all traffic conditions. Moreover, we present a new algorithm which exploits batch arrivals in a manner in which it provides much better sample complexity than the power-of-two-choices algorithm for the same delay performance. Further, when both algorithms are allowed the same sample complexity, our algorithm achieves better delay performance.

Our main contributions are as follows:

1) We present an algorithm which samples $m d$ queues where $m$ is the batch size (i.e., number of tasks) of a job. Thus, $d$ is the number of sampled queues per task. The tasks are routed to the queues using a novel algorithm called water filling.
2) We first study our algorithm and other previously proposed algorithms using a mean-field analysis. We show that, for any $d>1$, we achieve better performance than the traditional power-of-two-choices algorithm in the large-
systems regime. Thus, the mean-field analysis shows that, in the large-systems regime, we can reduce the number of samples per arriving task dramatically: from $d=2$ to any $d>1$.
3) We then justify the mean-field analysis. In particular, we first show that the stochastic system dynamics converge to deterministic differential equations in the large-systems limit for any finite $t$. Our proof here is motivated by the proof of a celebrated result on density-dependent Markov processes called Kurtz's theorem [7], but our model is somewhat nonstandard and requires additional steps which are not needed in the original Kurtz's theorem. Further, using a novel Lyapunov function, we show that the system of differential equations converges to an equilibrium described by the mean-field analysis. Then by showing the interchange of the limits, we prove the stationary distribution of the queue size distribution converges to the solution of the differential equations.
4) Finally, we perform extensive simulations to justify that our analytical conclusions are indeed valid in large, but finite, systems. In particular, simulations show that our algorithm with just one sample per task on average, achieves the same job delay performance as the power-of-two-choices algorithm and dramatically reduces the delay compared to the algorithm proposed in [13].

## II. Problem Statement and Main Results

We consider a computing cluster with $n$ identical servers and a central scheduler as shown in Figure 1. Each server can process one task at a time. Tasks arrive at the scheduler in batches (also called jobs). Each batch consists of $m$ tasks and the job arrival process is a Poisson process with rate $\frac{n}{m} \lambda$. We want the batch size to be not too small, so we assume that $m=$ $\Theta(\log n)$ and $m$ is increasing function of $n$. For simplicity, we consider a deterministic batch size here, but the results in the paper can be extended to random batch sizes as well in a straightforward manner, as will be discussed in the extended version of the paper. Furthermore, the results of this paper hold when the system has multiple distributed schedulers and the job arrivals on these schedulers are independent Poisson processes with aggregated rate $\frac{n}{m} \lambda$. This is because the sum of independent Poisson processes is Poisson. The scheduler dispatches the tasks to the servers when a job arrives. The service times of the tasks are exponentially distributed with mean 1 , and are independent across tasks. When a task arrives at a server, it is processed immediately if the server is idle or waits in a FIFO (first-in, first-out) queue if the server is busy.

We first describe the traditional power-of- $d$-choices algorithm (which is a simple generalization of the power-of-two-choices mentioned in the previous section) and another previously-proposed idea called the batch sampling algorithm. Then, we present our idea which we call batch-filling, which combines batch sampling with our new load balancing technique called water-filling.
The-Power-of- $d$-Choices [10], [19]: When a batch of $m$ tasks arrive, the scheduler probes $d$ servers uniformly at random for each task. The task is routed to the least loaded server. $\diamond$


Fig. 1: A computing cluster with $n$ servers and a central scheduler

Batch-Sampling [13]: When a batch of $m$ tasks arrive, the scheduler probes $d m$ servers uniformly at random to acquire their queue lengths. The $m$ tasks are added to the the least loaded $m$ servers, one for each server.

In this paper, we propose a new load-balancing algorithm, named batch-filling: we sample queues as in the batch sampling algorithm but the way that tasks are routed to servers uses a different procedure which we call water-filling.
Batch-Filling: When a batch of $m$ tasks arrive, the scheduler probes $d m$ servers uniformly at random to acquire their queue lengths. The $m$ tasks are added to the $d m$ servers using water filling, specifically, the tasks are dispatched one by one to the least loaded server, where the queue length of a server is updated after it receives a task.

Remark: In batch-filling, the first task in a batch is routed to the least loaded server among the sampled servers, i.e., the one with the smallest number of tasks in its queue. The key difference compared to batch-sampling is that the server's queue size is updated after this (which means that this server may no longer be the least-loaded in the sampled servers), and then the next task in the batch is again routed to the least loaded server, and so on. As we will see later, this small change to the routing algorithm has dramatic consequences to the sample complexity of the algorithm. In all algorithms, at each step, ties are broken at random if there is more than one least-loaded server.

In this paper, $d$ is called probe ratio, which is assumed to be a constant independent of $n$. As in [10], [19], we will study the different algorithms in the large-systems limit, i.e., as $n \rightarrow \infty$, since a data center today may consist of tens of thousands of servers. The main theoretical results which will be established in the paper are summarized in Table I, and we discuss them below.

- The expected per-task delay of batch-filling with any $d>1$ is smaller than both batch-sampling with $d=2$ and the-power-of-two-choices when $\lambda \rightarrow 1^{-}$. In other words, batchfilling outperforms the other two algorithms by sampling slightly more than one server per task, hence the title of the paper.
- The size of the longest-queue in the system under the-

|  | Batch-Filling | Batch-Sampling | Pod |
| :---: | :---: | :---: | :---: |
| Expected per-task delay | $-\frac{1}{\lambda} \frac{\log (1-\lambda)}{\log (1+\lambda d)}+O_{\lambda}(1)$ | $-\frac{1}{\lambda} \frac{\log (1-\lambda)}{\log (\lambda d)}+O_{\lambda}(1)$ | $-\frac{1}{\lambda} \frac{\log (1-\lambda)}{\log (\lambda d)}+O_{\lambda}(1)$ |
| Maximum queue size in the system | $\left[-\frac{\log (1-\lambda)}{\log (1+\lambda d)}\right]$ | $\left[\frac{\log \frac{d-1}{d(1-\lambda)}}{\log (\lambda d)}\right]$ if $\lambda d \neq 1$ | $\infty$ |
| if $\lambda d=1$ |  |  |  |

TABLE I: This table summarizes the expected per-task delays and the maximum queue sizes of the three scheduling algorithms. The order notation $O_{\lambda}(\cdot)$ is defined when $1 /(1-\lambda) \rightarrow \infty$, i.e., $\lambda \rightarrow 1^{-}$. Pod stands for the-power-of- $d$-choices. In batch-filling and batch-sampling, $d>1$; and in the-power-of- $d$-choices, $d$ is an integer and $d \geq 2$.
power-of- $d$-choices is unbounded for any $d \geq 2$ because the stationary queue length distribution has unbounded support. The sizes of the longest-queue under both batch-filling and batch-sampling are finite because the stationary distributions have bounded support. The longest queue under batch-filling with $d>1$ is smaller than that of batch-sampling with $d=2$ when $\lambda \rightarrow 1^{-}$. When $d$ is close to 1 , the size of longest queue under batch-filling is much smaller than that under batch-sampling ( 7 versus 26 when $d=1.1$ and $\lambda=0.99$ ).

- The small and bounded size of the queues under batch filling has important consequences. A job is said to be completed when all the tasks in the job are completed. Since the tail of the queue size is cut off, this has the effect of significantly reducing job completion delays, as we will see later in the simulations section.
- The above theoretical results suggest that the sample complexity (i.e., the number of samples per arriving task) can be significantly reduced under batch-filling. On the other hand, the computational complexity is slightly increased compared to batch-sampling since we require to have to compare the sizes of the smallest queues and the next smallest queues each time a task is routed. However, this increase in computational complexity is a cost to be paid at the router whereas increased sample complexity slows down the servers since they have to send queue length feedback which takes time away from their primary role of processing tasks. This is the reason why sample complexity is a more significant issue than the computational complexity in data centers (although we do not want the computational complexity to be very high either). The batch-sampling algorithm performs $O(d m \log m)$ computations per batch which corresponding to a sorting operation, while batch-filling algorithm performs an additional $2 m$ operations since it has to keep track of the queue lengths of the smallest queues and the next smallest queue.


## III. MEAN-FiELD AnALYSis

In this section, we will use mean-field analysis to study the stationary distributions of the queue lengths under batch-filling and batch-sampling. The results will be further validated using a proof inspired by the proof of Kurtz's theorem in Section IV. Let $Q_{k}^{(n)}(t)$ denote the queue length of the $k$ th server at time $t$ in a system with $n$ queues. It can be easily verified that $\mathbf{Q}^{(n)}(t)$ is an irreducible and nonexplosive Markov chain, and using the standard Foster-Lyapunov theorem (see, for example, [15]) it can be verified that the Markov chain is positive recurrent and hence, has a unique stationary distribution.

Theorem 1. The Markov chain $\mathbf{Q}^{(n)}(t)$ is positive recurrent under batch-filling. Furthermore, there exists a constant $c>0$, independent of $n$, such that

$$
E\left[\frac{1}{n} \sum_{k=1}^{n} \hat{Q}_{k}^{(n)}\right]<c
$$

for any $n$, where $\hat{Q}_{k}^{(n)}$ denotes the queue length of server $k$ in the steady state.

The proof of this theorem is presented in the appendix. Let $\pi_{i}^{(n)}$ denote the stationary distribution of queue $k$, i.e., the probability that the queue size is $i$ at server $k$. Here, the index $k$ is ignored because the stationary distributions are identically across servers. According to the theorem above, we have $\sum_{i} i \pi_{i}^{(n)}<c$, which further implies that $\pi_{i}^{(n)} \rightarrow 0$ as $i \rightarrow \infty$ and $\sum_{j=i}^{\infty} \pi_{j}^{(n)} \rightarrow 0$ as $i \rightarrow \infty$. We remark that one challenge in proving that the stochastic system dynamics converge to deterministic differential equations lies in that the system is an infinite-dimensional system. We will utilize the facts mentioned above to overcome this challenge in the proofs.

The mean-field analysis proceeds as follows. Assume the $n$ queues are in the steady state, and further assume that the queue lengths are identically and independently distributed (i.i.d.) with distribution $\boldsymbol{\pi}$. This i.i.d. assumption in the meanfield analysis will be validated later in Section IV in the largesystems limit. Now consider the queue evolution of one server in the system. Each queue forms an independent Markov chain as shown in Figure 2, denoted by $Q^{(n)}(t)$, and the transition rates will be determined by the particular strategy used to route tasks to servers. We will derive the transition rates for each of the strategies described earlier, namely batch filling, batch sampling, and the power-of- $d$-choices, in the rest of this section.


Fig. 2: The Markov chain representing the $n$th system in the mean field analysis

## A. The stationary distribution under batch-filling

We first consider the batch-filling algorithm. The downcrossing transition rate from state $i$ to $i-1$ is 1 for all $i \geq 1$, i.e.,

$$
q_{i, i-1}^{(n)}=1 \quad \forall i
$$

because the processing time of a task is exponentially distributed with mean 1 . The up-crossing transition rate from state $i$ to state $j$ for $j>i$ is

$$
\begin{align*}
q_{i, j}^{(n)} & =\frac{n}{m} \lambda \times \frac{d m}{n} \times \sum_{\phi} \mathbb{P}(\phi) \times \mathbb{P}(j \mid \phi, i) \\
& =d \lambda \sum_{\phi} \mathbb{P}(\phi) \mathbb{P}(j \mid \phi, i) \tag{1}
\end{align*}
$$

In the expression above,

- $\frac{n}{m} \lambda$ is the batch arrival rate;
- $d m / n$ is the probability a server is probed when $d m$ servers are sampled;
- $\phi$ is a $(d m-1)$-vector that denotes the queue lengths of the other $d m-1$ sampled servers, so

$$
\mathbb{P}(\boldsymbol{\phi})=\prod_{k=1}^{d m-1} \pi_{\phi_{k}}
$$

and

- $\mathbb{P}(j \mid \phi, i)$ is the probability that a server's queue length becomes $j$ when the server is sampled and is in state $i$, and the the states of the other $d m-1$ sampled servers are $\phi$.
Without loss of generality, assume $\phi_{k} \leq \phi_{l}$ if $k \leq l$, i.e., $\phi$ is ordered. Recall that batch-filling dispatches tasks using water filling among the sampled $d m$ queues. Therefore, given $i$ and $\phi$, either $j=i$ if no task is assigned to the server, or $j$ takes two possible values. Consider a simple example in Figure 3 where three tasks will be dispatched to four servers with queue lengths $1,1,4$, and 4 . Then the servers whose queue size is 4 will not receive any task, and the servers whose queue size is 1 will receive one or two tasks.


Fig. 3: An example of water filling
Assume ties are broken uniformly at random. The values of $\mathbb{P}(j \mid \phi, i)$ are summarized below.

- If

$$
\begin{equation*}
\sum_{k=1}^{d m-1}\left(i-\phi_{k}\right) \mathbb{I}_{\phi_{k} \leq i-1} \geq m \tag{2}
\end{equation*}
$$

which means that the tasks will be assigned to servers whose original queue sizes are smaller than $i$, then

$$
\mathbb{P}(j \mid \phi, i)= \begin{cases}1 & \text { if } j=i \\ 0 & \text { if } j \neq i\end{cases}
$$

- If condition (2) does not hold, then the server with queue size $i$ will receive some tasks, and

$$
\mathbb{P}(j \mid \phi, i)= \begin{cases}1-\alpha_{\phi, i} & \text { if } j=\bar{Q}_{\phi, i}-1 \\ \alpha_{\phi, i} & \text { if } j=\bar{Q}_{\phi, i}\end{cases}
$$

where

$$
\bar{Q}_{\phi, i}=\min \left\{j:(j-i)+\sum_{k=1}^{d m-1}\left(j-\phi_{k}\right) \mathbb{I}_{\phi_{k} \leq j-1} \geq m\right\}
$$

which is the maximum size a queue can be filled up to during the water filling, and $\alpha_{\phi, i}$ is given by

$$
\frac{m-\left(\bar{Q}_{\phi, i}-1-i\right)-\sum_{k=1}^{d m-1}\left(\bar{Q}_{\phi, i}-1-\phi_{k}\right) \mathbb{I}_{\phi_{k} \leq \bar{Q}_{\phi, i}-1}}{1+\sum_{k=1}^{d m-1} \mathbb{I}_{\phi_{k} \leq \bar{Q}_{\phi, i}-1}}
$$

which is the probability that a server receives one more task after its queue size becomes $\bar{Q}_{\phi, i}-1$ during water-filling.
While the transition rate $q_{i, j}^{(n)}$ in (1) is a complex expression for finite $n$, the following lemma shows that $q_{i, j}^{(n)}$ converges to some simple $q_{i, j}$ as $n \rightarrow \infty$. The proof of this lemma is presented in the appendix.

Lemma 2. Under batch-filling, the transition rates given distribution $\boldsymbol{\pi}$, denoted by $q_{i, j}^{(n)}(\boldsymbol{\pi})$, converges; and specifically,

$$
\lim _{n \rightarrow \infty} q_{i, j}^{(n)}(\boldsymbol{\pi})=q_{i, j}(\boldsymbol{\pi})
$$

where for $j \neq i$,

$$
\begin{align*}
& q_{i, j}(\boldsymbol{\pi})= \begin{cases}1 & \text { if } j=i-1 \\
\lambda d\left(1-\alpha_{\boldsymbol{\pi}}\right) & \text { if } j=\bar{Q}_{\pi}-1>i \\
\lambda d \alpha_{\boldsymbol{\pi}} & \text { if } j=\bar{Q}_{\boldsymbol{\pi}}>i \\
0 & \text { otherwise }\end{cases} \\
& \bar{Q}_{\boldsymbol{\pi}}=\min \left\{j: \sum_{l=0}^{j-1}(j-l) \pi_{l} \geq \frac{1}{d}\right\} \tag{3}
\end{align*}
$$

and

$$
\alpha_{\boldsymbol{\pi}}=\frac{\frac{1}{d}-\sum_{j=0}^{\bar{Q}_{\pi}-2}\left(\bar{Q}_{\pi}-1-j\right) \pi_{j}}{\sum_{j=0}^{\bar{Q}_{\pi}-1} \pi_{j}} \in(0,1]
$$

According to the lemma above, the queue length dynamics of a single server, in the limit as the number of servers becomes infinity, can be represented by the Markov chain in Figure 4 , where the up-crossing transitions are into only two states $\bar{Q}_{\boldsymbol{\pi}}-1$ and $\bar{Q}_{\boldsymbol{\pi}}$ due to water filling. Based on Lemma 2, we can calculate the stationary distribution of the queue length of a single server in the large-system limit by finding $\hat{\boldsymbol{\pi}}$ that satisfies the global balance equation [15].


Fig. 4: The queue-length Markov chain of a single-server, in the large-system limit, under batch-filing

Theorem 3. The stationary distribution of the queue length of a single server in the large-system limit under batch-filling is

$$
\hat{\pi}_{i}= \begin{cases}1-\lambda & i=0  \tag{4}\\ (1-\lambda) \lambda d(1+\lambda d)^{i-1} & 1 \leq i \leq \bar{Q}_{B F}-1 \\ 1-(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-1} & i=\bar{Q}_{B F} \\ 0 & \text { otherwise }\end{cases}
$$

where $\bar{Q}_{B F}=\left\lceil-\frac{\log (1-\lambda)}{\log (1+\lambda d)}\right\rceil$. The expected queue length is

$$
-\frac{\log (1-\lambda)}{\log (1+\lambda d)}+O_{\lambda}(1)
$$

Proof. We first show $\bar{Q}_{B F}=\bar{Q}_{\hat{\pi}}$, where $\bar{Q}_{\pi}$ is defined in (3). Note that $\bar{Q}_{B F} \geq 1$. If $\lambda$ and $d$ are such that $\bar{Q}_{B F}=1$, then equivalently

$$
-\frac{\log (1-\lambda)}{\log (1+\lambda d)} \leq 1
$$

which implies that $\frac{1}{1-\lambda} \leq 1+\lambda d$, or $\frac{1}{d} \leq 1-\lambda$. Then $\hat{\boldsymbol{\pi}}=$ $(1-\lambda, \lambda, 0, \ldots)$ and

$$
\bar{Q}_{\hat{\pi}}=1=\bar{Q}_{B F} .
$$

If $\lambda$ and $d$ are such that $\bar{Q}_{B F}>1$, according to (3), to show $\bar{Q}_{\hat{\pi}}=\bar{Q}_{B F}$ we only need to show

$$
\begin{equation*}
\sum_{l=0}^{\bar{Q}_{B F}-2}\left(\bar{Q}_{B F}-1-l\right) \hat{\pi}_{l}<\frac{1}{d} \leq \sum_{l=0}^{\bar{Q}_{B F}-1}\left(\bar{Q}_{B F}-l\right) \hat{\pi}_{l} \tag{5}
\end{equation*}
$$

Let LHS and RHS denote the left-hand-side and the right-hand-side of (5). Then

$$
\mathrm{LHS}=\sum_{i=0}^{\bar{Q}_{B F}-2} \sum_{j=0}^{i} \hat{\pi}_{j}=(1-\lambda) \frac{(1+\lambda d)^{\bar{Q}_{B F}-1}-1}{\lambda d}
$$

and

$$
\mathrm{RHS}=\sum_{i=0}^{\bar{Q}_{B F}-1} \sum_{j=0}^{i} \hat{\pi}_{j}=(1-\lambda) \frac{(1+\lambda d)^{\bar{Q}_{B F}}-1}{\lambda d}
$$

Then (5) is equivalent to

$$
\bar{Q}_{B F}-1<-\frac{\log (1-\lambda)}{\log (1+\lambda d)} \leq \bar{Q}_{B F}
$$

which holds according to the definition of $\bar{Q}_{B F}$.

We next check the global balance equations. For $i=0$,

$$
\begin{aligned}
& \hat{\pi}_{0}\left(q_{0, \bar{Q}_{B F}}+q_{0, \bar{Q}_{B F}-1}\right)-\hat{\pi}_{1} q_{1,0} \\
= & (1-\lambda) \lambda d-(1-\lambda) \lambda d \\
= & 0
\end{aligned}
$$

For $1 \leq i \leq \bar{Q}_{B F}-2$,

$$
\begin{aligned}
& \hat{\pi}_{i}\left(q_{i, i-1}+q_{i, \bar{Q}_{B F}}+q_{i, \bar{Q}_{B F}-1}\right)-\hat{\pi}_{i+1} q_{i+1, i} \\
= & (1-\lambda) \lambda d(1+\lambda d)^{i-1}(1+\lambda d)-(1-\lambda) \lambda d(1+\lambda d)^{i} \\
= & 0 .
\end{aligned}
$$

For $i=\bar{Q}_{B F}-1$,

$$
\begin{aligned}
& \hat{\pi}_{\bar{Q}_{B F}-1}\left(q_{\bar{Q}_{B F}-1, \bar{Q}_{B F}-2}+q_{\bar{Q}_{B F}-1, \bar{Q}_{B F}}\right) \\
& -\sum_{i=0}^{\bar{Q}_{B F}-2} \hat{\pi}_{i} q_{i, \bar{Q}_{B F}-1} \\
& -\hat{\pi}_{\bar{Q}_{B F}} q_{\bar{Q}_{B F}, \bar{Q}_{B F}-1} \\
& =(1-\lambda) \lambda d(1+\lambda d)^{\bar{Q}_{B F}-2}\left(1+\lambda d \alpha_{\hat{\pi}}\right) \\
& -(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-2} \lambda d\left(1-\alpha_{\hat{\boldsymbol{n}}}\right) \\
& -\left(1-(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-1}\right) \\
& =(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-1}\left(\lambda d \alpha_{\hat{\boldsymbol{\pi}}}+1\right)-1 \text {. }
\end{aligned}
$$

From the definition of $\alpha_{\hat{\pi}}$ we can verify that

$$
\alpha_{\hat{\pi}}=\frac{1}{\lambda d(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-1}}-\frac{1}{\lambda d}
$$

So we have

$$
\begin{aligned}
& \quad \hat{\pi}_{\bar{Q}_{B F}-1}\left(q_{\bar{Q}_{B F}-1, \bar{Q}_{B F}-2}+q_{\bar{Q}_{B F}-1, \bar{Q}_{B F}}\right) \\
& -\sum_{i=0} \overline{\bar{Q}}_{B F-} \\
& - \\
& -\hat{\pi}_{i} q_{i, \bar{Q}_{B F}-1} \\
& =
\end{aligned}
$$

For $i=\bar{Q}_{B F}$,

$$
\begin{aligned}
& \hat{\pi}_{\bar{Q}_{B F}} q_{\bar{Q}_{B F}, \bar{Q}_{B F}-1}-\sum_{i=0}^{\bar{Q}_{B F}-1} \hat{\pi}_{i} q_{i, \bar{Q}_{B F}} \\
&=\left(1-(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-1}\right)-(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-1} \lambda d \alpha_{\hat{\pi}} \\
&=1-(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-1}\left(1+\lambda d \alpha_{\hat{\pi}}\right) \\
&= 0 .
\end{aligned}
$$

So the global balance equations holds.
Finally the expected queue length in stationary distribution
is

$$
\begin{aligned}
& \hat{\pi}_{1}+2 \hat{\pi}_{2}+\cdots+\bar{Q}_{B F} \hat{\pi}_{\bar{Q}_{B F}} \\
= & \sum_{i=0}^{\bar{Q}_{B F}-1}\left(1-\sum_{j=0}^{i} \hat{\pi}_{j}\right) \\
= & \sum_{i=0}^{\bar{Q}_{B F}-1}\left(1-(1-\lambda)(1+\lambda d)^{i}\right) \\
= & \bar{Q}_{B F}-(1-\lambda) \frac{(1+\lambda d)^{\bar{Q}_{B F}}-1}{\lambda d} \\
= & -\frac{\log (1-\lambda)}{\log (1+d)}+O_{\lambda}(1) .
\end{aligned}
$$

## B. The stationary distribution under batch-sampling

Recall in batch-sampling, the $m$ tasks are routed to the leastloaded $m$ queues among the sampled $d m$ queues. Consider a server with queue size $i$ and assume it is probed. Then the server will receive a task with probability

$$
\begin{aligned}
& \mathbb{E}\left[\min \left\{1,\left(\frac{m-\sum_{j=0}^{i-1} \sum_{k=1}^{d m-1} \mathbb{I}_{\phi_{k}=j}}{1+\sum_{k=1}^{d m-1} \mathbb{I}_{\phi_{k}=i}}\right)^{+}\right\}\right] \\
= & \mathbb{E}\left[\min \left\{1,\left(\frac{\frac{m}{d m-1}-\sum_{j=0}^{i-1} \frac{\sum_{k=1}^{d m-1} \mathbb{I}_{\phi_{k}=j}}{d m-1}}{\frac{1}{d m-1}+\frac{\sum_{k=1}^{d m-1} \mathbb{I}_{\phi_{k}=i}}{d m-1}}\right)^{+}\right\}\right] \\
\rightarrow & \mathbb{E}\left[\min \left\{1,\left(\frac{\frac{1}{d}-\sum_{j=0}^{i-1} \pi_{j}}{\pi_{i}}\right)^{+}\right\}\right]
\end{aligned}
$$

Following a similar analysis as batch-filling, we can establish the following lemma. The details are omitted.

Lemma 4. Under batch-sampling, the transition rates given distribution $\boldsymbol{\pi}$, denoted by $q_{i, j}^{(n)}(\boldsymbol{\pi})$ converges; and specifically,

$$
\lim _{n \rightarrow \infty} q_{i, j}^{(n)}(\boldsymbol{\pi})=q_{i, j}(\boldsymbol{\pi})= \begin{cases}1 & \text { if } j=i-1 \\ \lambda d & \text { if } i+1=j \leq \bar{Q}_{\boldsymbol{\pi}}-1 \\ \lambda \alpha_{\boldsymbol{\pi}} & \text { if } i+1=j=\bar{Q}_{\boldsymbol{\pi}} \\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\bar{Q}_{\boldsymbol{\pi}}=\min \left\{i: \sum_{l=0}^{i-1} \pi_{j} \geq \frac{1}{d}\right\}
$$

and

$$
\alpha_{\pi}=\frac{\frac{1}{d}-\sum_{j=0}^{\bar{Q}_{\pi}-2} \pi_{j}}{\pi_{\bar{Q}_{\pi}-1}} \in(0,1] .
$$

The Markov chain in the large-system limit is shown in Figure 5. Given $\pi$, the Markov chain is a birth-death process up to state $\bar{Q}_{\pi}$. The stationary distribution can again be calculated using the global balance equations. The results are presented in Theorem 5, and the details are omitted.


Fig. 5: The Markov chain in the large-system limit under batch-sampling

Theorem 5. The stationary distribution of the queue length of a single server in the large-system limit under batch-sampling is

$$
\hat{\pi}_{i}= \begin{cases}1-\lambda & i=0 \\ (1-\lambda) \lambda^{i} d^{i} & 1 \leq i \leq \bar{Q}_{B S}-1 \\ 1-(1-\lambda) \frac{\lambda^{i} d^{i}-1}{\lambda d-1} & i=\bar{Q}_{B S} \\ 0 & \text { otherwise }\end{cases}
$$

where

$$
\bar{Q}_{B S}=\left\lceil\frac{\log \frac{d-1}{d(1-\lambda)}}{\log (\lambda d)}\right\rceil
$$

The expected queue length is

$$
-\frac{\log (1-\lambda)}{\log (\lambda d)}+O_{\lambda}(1)
$$

## C. The stationary distribution under the-power-of-d-choices

For a system with non-batch (single) arrivals, the stationary queue-length distribution of a single server in the large-system limit under the-power-of-d-choices has been established in [10], [19]. The power-of- $d$ choices routing under our batcharrival model also satisfies the same limiting queue-length distribution, which we provide below for comparison purposes.

Theorem 6. The stationary distribution of the queue length of a server in the infinite system under the-power-of-d-choices is

$$
\hat{\pi}_{i}=\lambda^{\frac{d^{i}-1}{d-1}}-\lambda^{\frac{d^{i+1}-1}{d-1}}
$$

The expected queue length is

$$
-\frac{\log (1-\lambda)}{\log (\lambda d)}+O_{\lambda}(1)
$$

## IV. Differential Equations and Kurtz's Theorem

The results in the previous section were obtained using the mean-field analysis which assumes that the queues are i.i.d. across servers. We will justify the mean-field analysis in this section.

Again, we will focus on batch-filling. The same results can be established for batch-sampling and the-power-of- $d$-choices by following similar steps. We first consider the following
non-linear system described by differential equations:

$$
\begin{align*}
& \frac{\mathrm{d} x_{i}}{\mathrm{~d} t}= \\
& \begin{cases}-(1+\lambda d) x_{i}+x_{i+1} & i \leq \bar{X}_{\mathbf{x}}-2, \\
\lambda d\left(1-\alpha_{\mathbf{x}}\right) \sum_{j=0}^{i-1} x_{j}-\left(1+\lambda d \alpha_{\mathbf{x}}\right) x_{i}+x_{i+1}, & i=\bar{X}_{\mathbf{x}}-1 \\
\lambda d \alpha_{\mathbf{x}} \sum_{j=0}^{i} x_{j}-x_{i}+x_{i+1}, & i=\bar{X}_{\mathbf{x}} \\
-x_{i}+x_{i+1} & \text { otherwise },\end{cases} \tag{6}
\end{align*}
$$

where

$$
\bar{X}_{\mathbf{x}}=\min \left\{j: \sum_{l=0}^{j-1}(j-l) x_{l} \geq \frac{1}{d}\right\}
$$

and

$$
\alpha_{\mathbf{x}}=\frac{\frac{1}{d}-\sum_{j=0}^{\bar{X}_{\mathbf{x}}-2}\left(\bar{X}_{\mathbf{x}}-1-j\right) x_{j}}{\sum_{j=0}^{\bar{X}_{\mathbf{x}}-1} x_{j}} .
$$

These differential equations are derived from the Markov chain in Figure 4. View $x_{i}$ as the fraction of queues with length $i$. Consider $x_{i}$ for $i \leq \bar{X}_{\mathbf{x}}-2$. According to Figure 4, $x_{i}$ decreases with rate $x_{i} \times(1+\lambda d)$ because the queue size of a server with size $i$ becomes $i-1$ with rate 1 and becomes $\bar{X}_{\mathbf{x}}-1$ or $\bar{X}_{\mathbf{x}}$ with total rate $\lambda d$; and $x_{i}$ increases with rate $x_{i+1}$ because a queue with size $i+1$ becomes a queue with size $i$ with rate 1 . Note this is a non-linear system because $\alpha_{\mathbf{x}}$ and $\bar{X}_{\mathbf{x}}$ depend on the state $\mathbf{x}$.

We further define

$$
s_{i}(t)=\sum_{j=i}^{\infty} x_{j}(t)
$$

for $i \geq 0$, which is related to the fraction of the servers with queue size $\geq i$, and

$$
\hat{s}_{i}=\sum_{j=i}^{\infty} \hat{\pi}_{j}
$$

for $\hat{\pi}$ defined in (4). Note that $s_{0}(t)=1$ for any $t$. The differential equations of the non-linear system can be written in terms of $\mathbf{s}(t)$ as follows:

$$
\begin{align*}
& \frac{\mathrm{d} s_{i}}{\mathrm{~d} t}= \\
& \begin{cases}\lambda d-(1+\lambda d) s_{i}+s_{i+1} & i \leq \bar{X}_{\mathbf{s}}-1 \\
\lambda-\lambda d \sum_{j=0}^{i-1}\left(1-s_{j}\right)-s_{i}+s_{i+1}, & i=\bar{X}_{\mathbf{s}} \\
-s_{i}+s_{i+1}\end{cases}  \tag{7}\\
& \text { otherwise }
\end{align*}
$$

where

$$
\bar{X}_{\mathbf{s}}=\max \left\{i: \sum_{j=0}^{i-1}\left(1-s_{j}\right) \leq \frac{1}{d}\right\}
$$

The following theorem establishes the equilibrium point and the stability of this non-linear system. The proof is presented in the appendix.

Theorem 7. Assume the initial condition $\mathbf{s}(0)$ satisfies $1=$ $s_{1}(0) \geq s_{2}(0) \geq \cdots \geq 0$ and (ii) $|\mathbf{s}(0)|<\infty$. Starting from $\mathbf{s}(0)$, the system converges to the equilibrium point $\hat{\mathbf{s}}$ as $t \rightarrow$ $\infty$, where $|\cdot|$ is the 1 -norm.

Next define $\Pi_{i}^{(n)}(t)$ to be number of servers with queue size $i$ in the $n$th system, and $\pi_{i}^{(n)}(t)=\frac{1}{n} \Pi_{i}^{(n)}(t)$ to be the fraction of servers with queue size $i$ in the $n$th system. Here we deliberately reuse notation $\pi$ because in the steady state, the fraction of servers with queue size $i$ is equal to the probability that the queue size of a server is $i$. However, note that here $\boldsymbol{\pi}^{(n)}(t)$ is a random vector instead of a distribution. Define the vector $\Gamma^{(n)}(t) \in \mathbb{N}^{\infty}$ such that its $i^{\text {th }}$ component $\Gamma_{i}^{(n)}(t)=$ $\sum_{j=i}^{\infty} \Pi_{j}^{(n)}(t)$ is the number of servers whose queue lengths are at least $i, \gamma^{(n)}(t)=\frac{\boldsymbol{\Gamma}^{(n)}(t)}{n}$, and $\hat{\gamma}$ such that $\hat{\gamma}_{i}=\sum_{j=i}^{\infty} \hat{\pi}_{j}$ for $\hat{\pi}$ defined in (4).

The following theorem states that $\gamma^{(n)}(t)$, which is stochastic, coincides with $\mathbf{s}(t)$ for any bounded time interval $[0, t]$ when $n \rightarrow \infty$. Here we define $\overline{\mathcal{U}}$ to be the space of all sequences $\gamma$ such that

$$
\begin{equation*}
1=\gamma_{0} \geq \gamma_{1} \geq \cdots \geq 0 \tag{8}
\end{equation*}
$$

with the 1 -norm. The proof is presented in the appendix.
Theorem 8. Suppose that $\gamma^{(n)}(0) \rightarrow \mathbf{s}(0)$ in probability, where $\mathbf{s}(0)$ is a deterministic initial condition such that $\mathbf{s}(0) \geq 0$ and $|\mathbf{s}(0)|<\infty$. Then the following holds

$$
\lim _{n \rightarrow \infty} \sup _{0 \leq u \leq t}\left|\gamma^{(n)}(u)-\mathbf{s}(u)\right|=0 \quad \text { in probability }
$$

This result is motivated by Kurtz's theorem [7]. However, we remark that $\Pi_{i}^{(n)}(t)$ is not a classical density dependent Markov chain because $q_{i, j}^{(n)}$ cannot be written in the form of $n \beta_{l}$ for some $\beta_{l}$ independent of $n$, and $\gamma^{(n)}$ is an infinitedimensional vector. Therefore, the proof of Kurtz's theorem does not directly apply. Our proof is a non-trivial extension of Kurtz's theorem.

We also remark that $|\mathbf{s}(0)|=\sum_{i} i x_{i}(0)<\infty$ is related to the average queue size at a server, so the condition simply requires the average queue length per server is bounded initially.

Theorem 7 and Theorem 8 establish the following result:

$$
\begin{equation*}
\gamma^{(n)}(t) \xrightarrow{n \rightarrow \infty} \mathbf{s}(t) \xrightarrow{t \rightarrow \infty} \hat{\boldsymbol{\gamma}} \tag{9}
\end{equation*}
$$

which further implies that

$$
\begin{equation*}
\boldsymbol{\pi}^{(n)}(t) \xrightarrow{n \rightarrow \infty} \mathbf{x}(t) \xrightarrow{t \rightarrow \infty} \hat{\boldsymbol{\pi}} . \tag{10}
\end{equation*}
$$

A direct consequence of (10) is that if $\hat{\boldsymbol{\pi}}^{(n)}$ converges to some $\tilde{\boldsymbol{\pi}}$ or a subsequence of $\hat{\boldsymbol{\pi}}^{(n)}$ converges to some $\tilde{\boldsymbol{\pi}}$, then $\tilde{\boldsymbol{\pi}}=\hat{\boldsymbol{\pi}}$. The convergence of stationary distributions will be discussed in the next section.

## V. Convergence of the Stationary Distributions

We first present a theorem on the interchange of limits. The theorem is similar to Theorem 5.1 in [1]. However, [1] assumes the state space of each system is finite but in our system, the state space of each queue is the set of nonnegative
integers. While the proofs are similar, we present it here for the completeness of the paper.
Theorem 9. Consider a sequence of random processes $\mathbf{X}^{(n)}$ indexed by a scaling parameter $n$, where $\mathbf{X}^{(n)}$ is a vector that denotes value of the process at time $t$, and a dynamic system $\dot{\mathbf{X}}(t)=\mathbf{F}(\mathbf{X})$. Assume $\mathbf{X}^{(n)}$ and $\hat{\mathbf{X}}$ satisfy the following assumptions:

- (A1) Suppose that for any $n$,

$$
\begin{equation*}
\mathbf{X}^{(n)}(t) \xrightarrow{w} \hat{\mathbf{X}}^{(n)} \tag{11}
\end{equation*}
$$

where $\hat{\mathbf{X}}^{(n)}$ is the stationary distribution of the random process and $\xrightarrow{x}$ denotes the weak convergence.

- (A2) Suppose for each finite $t$,

$$
\begin{equation*}
\mathbf{X}^{(n)}(t) \xrightarrow{w} \mathbf{X}(t) \tag{12}
\end{equation*}
$$

when

$$
\lim _{n \rightarrow \infty} \mathbf{X}^{(n)}(0)=\mathbf{X}(0)
$$

where both $\mathbf{X}^{(n)}(0)$ and $\mathbf{X}(0)$ are deterministic initial conditions, and $\mathbf{X}(0) \in \mathcal{X}$, where $\mathcal{X}$ is a set of initial conditions.

- (A3) Starting from each initial condition $\mathbf{X}(0) \in \mathcal{X}$, assume that

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \mathbf{X}(t)=\hat{\mathbf{X}} \tag{13}
\end{equation*}
$$

- (A4) Any subsequence of $\hat{\mathbf{X}}^{(n)}$ has a subsubsequence that weakly converges. The limit of any convergent subsequence, denoted by $\overline{\mathbf{X}}$, satisfies $\mathbb{P}(\overline{\mathbf{X}} \in \mathcal{X})=1$ and its support is separable.
Then $\hat{\mathbf{X}}^{(n)} \xrightarrow{w} \hat{\mathbf{X}}$.
This result establishes an interchange of limits because from (A1) and (A2), we have

$$
\lim _{t \rightarrow \infty} \lim _{n \rightarrow \infty} \mathbf{X}^{(n)}(t)=\lim _{t \rightarrow \infty} \mathbf{X}(t)=\hat{\mathbf{X}}
$$

The theorem says that with additional assumptions, we further have

$$
\lim _{n \rightarrow \infty} \lim _{t \rightarrow \infty} \mathbf{X}^{(n)}(t)=\hat{\mathbf{X}}
$$

The proof is presented in the appendix.
By utilizing the result above, we show the convergence of the stationary distribution in the following theorem.

## Theorem 10.

$$
\hat{\boldsymbol{\gamma}}^{(n)} \xrightarrow{w} \boldsymbol{\gamma}
$$

## Proof. Define

$$
\mathcal{X}=\left\{\gamma: 1=\gamma_{1} \geq \gamma_{2} \geq \ldots \geq 0, \sum_{i} \gamma_{i}<\infty\right\}
$$

which is separable because it is a subspace of $l^{1}=\{\gamma$ : $\left.\sum_{i}\left|\gamma_{i}\right|<\infty\right\}$, which is a separable metric space.

- (A1) holds due to Theorem 1.
- Note $\lim _{n \rightarrow \infty} \gamma^{(n)}(0)=\mathbf{s}(0)$ for deterministic initial conditions $\gamma^{(n)}(0)$ and $\mathbf{s}(0)$ implies that $\gamma^{(n)}(0) \rightarrow \mathbf{s}(0)$ in probability. Therefore, according to Theorem 8 , given
deterministic initial conditions $\gamma^{(n)}(0)$ and $\mathbf{s}(0)$ such that $\lim _{n \rightarrow \infty} \gamma^{(n)}(0)=\mathbf{s}(0)$, we have

$$
\lim _{n \rightarrow \infty} \sup _{0 \leq u \leq t}\left|\gamma^{(n)}(u)-\mathbf{s}(u)\right|=0 \quad \text { in probability }
$$

which implies weak convergence.

- (A3) is established in Theorem 7.
- To validate (A4), we consider the space $\tilde{\mathcal{U}}$ which is the set of $\gamma$ satisfying (8) and with the following norm used in [19]

$$
\left\|\gamma-\gamma^{\prime}\right\|=\sup _{i \geq 0} \frac{\left|\gamma_{i}-\gamma_{i}^{\prime}\right|}{i}
$$

Under this norm, space $\tilde{\mathcal{U}}$ is compact. Define $\hat{\gamma}_{i}^{(n)}=$ $\sum_{j=i}^{\infty} \hat{\pi}_{j}^{(n)}$ where $\hat{\boldsymbol{\pi}}^{(n)}$ denotes the stationary distribution of $\boldsymbol{\pi}^{(n)}(t)$. By Prokhorov's theorem [2], since $\tilde{\mathcal{U}}$ is compact, there exists a subsubsequence for any subsequence of $\hat{\gamma}^{(n)}$ that weakly converges to a random vector $\tilde{\gamma}$ under $\|\cdot\|$, which is denoted by $\hat{\gamma}^{\left(n_{k}\right)}$. By the Skorohod representation theorem, there exists a sequence of random vectors with the same distributions that converge almost surely. By slight abuse of the notation, we assume $\hat{\gamma}^{\left(n_{k}\right)}$ converges to $\tilde{\gamma}$ almost surely. Since $0 \leq \gamma_{i} \leq 1$, by the dominated convergence theorem, we have

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbb{E}\left[\left|\hat{\gamma}_{i}^{\left(n_{k}\right)}-\tilde{\gamma}_{i}\right|\right]=0 \quad \forall i \tag{14}
\end{equation*}
$$

Define

$$
f_{k}(\gamma)=\sum_{i=1}^{k} \gamma_{i}
$$

It is easy to verify that $f_{k}(\cdot)$ is a continuous and bounded function under the 1-norm. According to the definition of weak convergence, we have

$$
\begin{gather*}
\mathbb{E}\left[\sum_{i} \tilde{\gamma}_{i}\right]=\lim _{k \rightarrow \infty} \mathbb{E}\left[f_{k}(\tilde{\gamma})\right] \\
=\lim _{k \rightarrow \infty} \lim _{n_{k} \rightarrow \infty} \mathbb{E}\left[f_{k}\left(\hat{\gamma}^{\left(n_{k}\right)}\right)\right] \leq c \tag{15}
\end{gather*}
$$

where the last inequality is due to Theorem 1, which implies that

$$
\mathbb{P}(\tilde{\gamma} \in \mathcal{X})=1
$$

The uniform convergence of the series

$$
\begin{equation*}
\sum_{i=k}^{\infty} \mathbb{E}\left[\left|\hat{\gamma}_{i}^{\left(n_{k}\right)}-\tilde{\gamma}_{i}\right|\right] \tag{16}
\end{equation*}
$$

is established in Appendix F. By Tonelli's theorem,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} \mathbb{E}\left[\left|\hat{\gamma}^{\left(n_{k}\right)}-\tilde{\gamma}\right|\right]=0 \tag{17}
\end{equation*}
$$

which implies $\hat{\gamma}^{\left(n_{k}\right)}$ converges weakly to $\tilde{\gamma}$ in 1-norm. Therefore (A4) holds.

Based on the theorem above, we further have the following results according to using the same analysis for getting (14) and (17).

## Corollary 11.

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[\hat{\gamma}_{i}^{(n)}\right]=\hat{\gamma}_{i} \quad \forall i
$$

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\sum_{i} \hat{\gamma}_{i}^{(n)}\right]=\sum_{i} \hat{\gamma}_{i} \tag{18}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbb{E}\left[\left|\hat{\gamma}^{(n)}-\hat{\gamma}\right|\right]=0 \tag{19}
\end{equation*}
$$

In the next corollary, we show that any $k$ queues are independently and identically distributed with distribution $\hat{\boldsymbol{\pi}}$ in the large-system limit, where $k$ is a constant independent of $n$. Then the system is said to be $\hat{\pi}$-chaotic [16]. We prove the result by showing that the unique stationary distribution of $k$ queues that satisfies the detailed balance equations in the large-system limit has a product form.

Corollary 12. Consider a set of $k$ servers, and without loss of generality, assume the severs are $1,2, \cdots, k$. Let $\pi^{(n)}\left(Q_{1}, Q_{2}, \cdots, Q_{k}\right)$ denote the station distribution of the queue lengths of these $k$ servers. In the large-system limit, we have

$$
\lim _{n \rightarrow \infty} \pi^{(n)}\left(Q_{1}, Q_{2}, \cdots, Q_{k}\right)=\prod_{i=1}^{k} \hat{\pi}_{Q_{i}}
$$

i.e., the $k$ queues are independently and identically distributed with distribution $\hat{\boldsymbol{\pi}}$.

## VI. Simulations

In this section, we use simulations to evaluate the performance of the three load balancing algorithms in large, but finite-server, systems.

## A. Deterministic Batch Size

We first considered systems with $n=10,000$ servers, batch size $m=100$. We evaluated the per-task and per-job delays of the three algorithms with different probe ratios $d$. Figures 6 and 7 show the per-task delays and per-job delays, respectively, when $\lambda=0.7$. Figures 8 and 9 show the per-task delays and per-job delays, respectively, when $\lambda=0.9$.

From these figures, we have the following observations.

- In terms of per-task delays, batch-filling matches the power-of-two-choices with $d=1.3$ when $\lambda=0.7$ and with $d=1.2$ when $\lambda=0.9$. Batch-sampling, on the other hand, requires $d=1.6$ when $\lambda=0.7$ and $d=1.7$ when $\lambda=0.9$ to achieve the same per-task delay as the power-of-twochoices. Furthermore, even with $d=1$, the per-task delay of batch-filling is only slightly larger than that of the power-of-two-choices; but batch-sampling has much larger per-task delay when $d=1$ ( 10 versus 3 when $\lambda=0.9$ ). Note that the per-job delay of batch-sampling with $d=1$ has been omitted in the figure for readability of the figure.
- Batch-filling performs even better in terms of per-job delays. As we can see from Figures 7 and 9, batch-filling matches the power-of-two-choices even with $d=1$ ! We believe this is because the maximum queue size of batch-filling is smaller than that of the power-of-two-choices when $d=1$ even though the average queue size is larger. Batch-sampling requires larger probe ratios to match the per-job delays of the power-of-two-choices. This is because the maximum queue
size of batch-sampling is larger than that of batch-filling as shown in Table I.


## B. Random Batch Size

In this set of simulations, we evaluated the performance of algorithms under random batch sizes. We assume the batch size $M$ is random variable such that with probability $0.5, M$ is geometrically distributed with mean 75 ; and with probability $0.5, M$ is geometrically distributed with mean 125 . The other settings are the same as those used with fixed batch sizes. The results for $\lambda=0.7$ are shown in Figures 10 and Figure 11; and the results for $\lambda=0.9$ are shown in Figures 12 and 13. We note that the conclusions of our previous simulations do not change with these modifications.

## VII. Conclusions and extension

In this paper, we proposed a new load-balancing algorithm, named batch-filling, which uses water-filling to attempt to equalize the load among the sampled servers. The algorithm provides a much lower sample complexity than the power-of-two-choices algorithm for the same delay performance. Specifically, it only needs to sample slightly more than one queue per task to match the per-job delay of the power-of-two-choices algorithm.

We remark that the theoretical results of this paper can be extended to random batch sizes. Let $M^{(n)}(t)$ denote the batch size at time $t$ in the $n$th system. Assume $M^{(n)}(t)$ are i.i.d. across time $t$. The main results of this paper hold given the sequence of random variables $\frac{M^{(n)}}{\mathbb{E}\left[M^{(n)}\right]}$ converge in distribution, are uniformly integrable, and $M^{(n)}(t)=\Theta(\log n)$. In particular, Theorem 1 can be established by using the same idea that the Lyapunov drift of water-filling is dominated by random routing. Lemma 2 also holds because $\frac{M^{(n)}}{\mathbb{E}\left[M^{(n)}\right]}$ converge in probability. The differential equations remain the same under random batch size, so Theorem 7 is still valid. Finally, it is easy to verify that $D_{i} /(d m)$ converges in mean as $m \rightarrow \infty$, where $m=\mathbb{E}\left[M^{(n)}\right]$.
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## Appendix A

## Proof of Theorem 1

We ignore the superscript $(n)$ of $Q_{k}^{(n)}(t)$ as we will focus on the $n$th system. Define the Lyapunov function to be

$$
V(\mathbf{Q}(t))=\sum_{k=1}^{n} Q_{k}^{2}(t)
$$

Let $\mathbf{x}, \mathbf{y} \in \mathbb{N}^{n}$ denote the state of the Markov chains, and $q_{\mathbf{x}, \mathbf{y}}$ denote the transition rate from state $\mathbf{x}$ to state $\mathbf{y}$. According


Fig. 13: The average job delays for power-of-two-choices (Po2), batch-sampling (BS) and batch-filling (BF) with $\lambda=$ 0.9 with random batch sizes.
to the Foster-Lyapunov theorem for continuous-time Markov chain (see, for example, Theorem 9.1.8 in [15]), we consider

$$
\begin{equation*}
\sum_{\mathbf{y} \neq \mathbf{x}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x})) \tag{20}
\end{equation*}
$$

Define $1 \times n$ vector $\mathbf{e}_{k}$ such that $\mathbf{e}_{k}[k]=1$ and $\mathbf{e}_{k}[l]=0$ for any $l \neq k$. Then

$$
q_{\mathbf{x}, \mathbf{x}-\mathbf{e}_{k}}\left(V\left(\left(\mathbf{x}-\mathbf{e}_{k}\right)^{+}\right)-V(\mathbf{x})\right) \leq-2 x_{k}+1
$$

which corresponds to a departure at server $k$. Next define $\Psi_{\mathrm{x}}$ to be the set of possible states of the Markov chain when a batch arrival occurs when the system is in state x , then

$$
\begin{aligned}
\sum_{\mathbf{y} \in \Psi_{\mathbf{x}}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x})) & \leq(a) \frac{\lambda n}{m}\left(2 \frac{m}{n} \sum_{k} x_{k}+m\right) \\
& =2 \lambda \sum_{k} x_{k}+\lambda n
\end{aligned}
$$

The inequality (a) can be established by comparing batchfilling with the load-balancing policy that places the $m$ tasks to a set of randomly selected $m$ servers, one for each server. Note that water-filling is the optimal solution to the following problem:

$$
\begin{array}{lc} 
& \min _{\mathbf{a}} \sum_{k=1}^{d m}\left(a_{k}+Q_{k}\right)^{2} \\
\text { subject to: } & \sum_{k=1}^{n} a_{k}=m \\
& a_{k} \in \mathbb{N} \quad \forall k
\end{array}
$$

Therefore $\sum_{\mathbf{y} \in \Psi_{\mathbf{x}}} q_{\mathbf{x}, \mathbf{y}} V(\mathbf{y})$ is minimized under water-filling, conditioned on the same set of $d m$ sampled queues, and inequality ( $a$ ) holds.

Therefore, we have

$$
\sum_{\mathbf{y} \neq \mathbf{x}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x})) \leq-(2-2 \lambda) \sum_{k} x_{k}+n+\lambda n
$$

Therefore, the Markov chain is positive recurrent according to the Foster-Lyapunov theorem. Now assume the system is in
the steady state, then we have

$$
\begin{aligned}
0 & =\mathbb{E}\left[\sum_{\mathbf{y} \neq \mathbf{x}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x}))\right] \\
& \leq-(2-2 \lambda) \mathbb{E}\left[\sum_{k} x_{k}\right]+n+\lambda n
\end{aligned}
$$

which implies that

$$
\mathbb{E}\left[\frac{1}{n} \sum_{k} x_{k}\right] \leq \frac{1+\lambda}{(2-2 \lambda)} \leq \frac{1}{1-\lambda}
$$

Therefore, the theorem holds by choosing $c=1 /(1-\lambda)$.

## Appendix B

## Proof of Lemma 2

Without loss of generality, assume server 1 has queue size $i$ and has been probed. Now given any $j \geq 0$, define

$$
X_{j}=\sum_{k=1}^{d m-1} \mathbb{I}_{\phi_{k}=j}
$$

which is the number of probed servers with queue size $j$ without including server 1 , and is the summation of $d m-1$ i.i.d. Bernoulli random variables with mean $\pi_{j}$. We further define $\mu_{j}=E\left[X_{j}\right]=(d m-1) \pi_{j}$.

Consider any $i$ such that $i \geq \bar{Q}_{\pi}$. The probability that server 1 receives a task in water filling is upper bounded by

$$
\begin{align*}
& \mathbb{E}\left[\left(\frac{m-\sum_{j=0}^{i-1}(i-j) X_{j}}{1+\sum_{j=0}^{i} X_{j}}\right)^{+}\right] \\
\leq & \mathbb{E}\left[\left(\frac{m-\sum_{j=0}^{\bar{Q}_{\pi}-1}\left(\bar{Q}_{\pi}-j\right) X_{j}}{1+\sum_{j=0}^{\bar{Q}_{\pi}} X_{j}}\right)^{+}\right] \\
= & \mathbb{E}\left[\left(\frac{\frac{m}{d m-1}-\sum_{j=0}^{\bar{Q}_{\pi}-1}\left(\bar{Q}_{\pi}-j\right) \frac{X_{j}}{d m-1}}{\frac{1}{d m-1}+\sum_{j=0}^{\bar{Q}_{\pi}} \frac{X_{j}}{d m-1}}\right)^{+}\right] \tag{21}
\end{align*}
$$

which converges to

$$
\begin{equation*}
\left(\frac{\frac{1}{d}-\sum_{j=0}^{\bar{Q}_{\pi}-1}\left(\bar{Q}_{\boldsymbol{\pi}}-j\right) \pi_{j}}{\sum_{j=0}^{\bar{Q}_{\pi}} \pi_{j}}\right)^{+} \tag{22}
\end{equation*}
$$

as $m \rightarrow \infty$ because $X_{j} /(d m-1)$ converges to $\pi_{j}$ in distribution and the term inside the expectation is bounded and continuous in terms of $X_{j} /(d m-1)$. According to the definition of $\bar{Q}_{\boldsymbol{\pi}}$ (3), we know that

$$
\frac{1}{d}-\sum_{j=0}^{\bar{Q}_{\pi}-1}\left(\bar{Q}_{\pi}-j\right) \pi_{j} \leq 0
$$

so $(21) \rightarrow 0$ and,

$$
\begin{equation*}
q_{i, j}=0 \quad i \geq \bar{Q}_{\pi} \text { and } j \notin\{i, i-1\} . \tag{23}
\end{equation*}
$$

Now we assume $i<\bar{Q}_{\pi}$. In this case, the queue size of server 1 becomes $\geq Q(Q>i)$ after water filling with probability
$\mathbb{E}\left[\min \left\{1,\left(\frac{m-(Q-1-i)-\sum_{j=0}^{Q-2}(Q-1-j) X_{j}}{1+\sum_{j=0}^{Q-1} X_{j}}\right)^{+}\right\}\right]$.
Similar to the analysis above, it can be shown that

$$
\frac{m-(Q-1-i)-\sum_{j=0}^{Q-2}(Q-1-j) X_{j}}{1+\sum_{j=0}^{Q-1} X_{j}}
$$

converges to

$$
\frac{\frac{1}{d}-\sum_{j=0}^{Q-2}(Q-1-j) \pi_{j}}{\sum_{j=0}^{Q-1} \pi_{j}} .
$$

For $Q \geq \bar{Q}_{\boldsymbol{\pi}}+1$, according to the definition of $\bar{Q}_{\boldsymbol{\pi}}$, we have

$$
\frac{1}{d}-\sum_{j=0}^{\bar{Q}_{\pi}-1}\left(\bar{Q}_{\boldsymbol{\pi}}-j\right) \pi_{j} \leq 0
$$

For $Q=\bar{Q}_{\boldsymbol{\pi}}$,

$$
\frac{\frac{1}{d}-\sum_{j=0}^{\bar{Q}_{\pi}-2}\left(\bar{Q}_{\pi}-1-j\right) \pi_{j}}{\sum_{j=0}^{\bar{Q}_{\pi}-1} \pi_{j}}=\alpha_{\boldsymbol{\pi}}
$$

For $Q \leq \bar{Q}_{\pi}-1$,

$$
\begin{align*}
& \frac{\frac{1}{d}-\sum_{j=0}^{Q-2}(Q-1-j) \pi_{j}}{\sum_{j=0}^{Q-1} \pi_{j}} \\
\geq & \frac{\frac{1}{d}-\sum_{j=0}^{\bar{Q}_{\pi}-3}\left(\bar{Q}_{\pi}-2-j\right) \pi_{j}}{\sum_{j=0}^{\bar{Q}_{\pi}-2} \pi_{j}} \\
\geq & \frac{\sum_{j=0}^{\bar{Q}_{\pi}-2}\left(\bar{Q}_{\pi}-1-j\right) \pi_{j}-\sum_{j=0}^{\bar{Q}_{\pi}-3}\left(\bar{Q}_{\pi}-2-j\right) \pi_{j}}{\sum_{j=0}^{\bar{Q}_{\pi}-2} \pi_{j}} \\
= & 1 . \tag{24}
\end{align*}
$$

Therefore, for any $i<\bar{Q}_{\pi}$ and $i \neq j$, we have

$$
q_{i, j}= \begin{cases}\lambda d \alpha_{\boldsymbol{\pi}}, & \text { if } j=\bar{Q}_{\boldsymbol{\pi}}  \tag{25}\\ \lambda d\left(1-\alpha_{\boldsymbol{\pi}}\right), & \text { if } j=\bar{Q}_{\boldsymbol{\pi}}-1 \\ 0, & \text { otherwise. }\end{cases}
$$

Hence, the lemma holds.

## Appendix C <br> Proof of Theorem 7

Motivated by the proof in [10], we consider the following Lyapunov function

$$
V(t)=\sum_{i=1}^{\infty}\left|s_{i}(t)-\hat{s}_{i}\right|
$$

Define $\epsilon_{i}=s_{i}-\hat{s}_{i}$, so the Lyapunov function can be written as

$$
V(t)=\sum_{i=1}^{\infty}\left|\epsilon_{i}(t)\right|
$$

We will analyze the upper right-hand derivative

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t}=\lim _{t^{\prime} \rightarrow t^{+}} \frac{V\left(t^{\prime}\right)-V(t)}{t^{\prime}-t}
$$

in three different cases.

- In the first case, consider s such that $\bar{X}_{\mathbf{s}}=\bar{Q}_{B F}$. In this case, the differential equations can be written in terms of $\epsilon$ in the following form:

$$
\frac{\mathrm{d} \epsilon_{i}}{\mathrm{~d} t}= \begin{cases}-(1+\lambda d) \epsilon_{i}+\epsilon_{i+1} & i \leq \bar{Q}_{B F}-1  \tag{26}\\ \lambda d \sum_{j=0}^{i-1} \epsilon_{j}-\epsilon_{i}+\epsilon_{i+1}, & i=\bar{Q}_{B F} \\ -\epsilon_{i}+\epsilon_{i+1} & \text { otherwise }\end{cases}
$$

Now for $i \leq \bar{Q}_{B F}-1$,

$$
\frac{\mathrm{d}\left|\epsilon_{i}\right|}{\mathrm{d} t} \begin{cases}=-(1+\lambda d) \epsilon_{i}+\epsilon_{i+1} & \text { if } \epsilon_{i}>0 \\ =(1+\lambda d) \epsilon_{i}-\epsilon_{i+1}, & \text { if } \epsilon_{i}<0 \\ =\left|\epsilon_{i+1}\right|, & \text { if } \epsilon_{i}=0\end{cases}
$$

which implies that

$$
\frac{\mathrm{d}\left|\epsilon_{i}\right|}{\mathrm{d} t} \leq-(1+\lambda d)\left|\epsilon_{i}\right|+\left|\epsilon_{i+1}\right| \quad i \leq \bar{Q}_{B F}-1
$$

Similarly, we can obtain that

$$
\frac{\mathrm{d}\left|\epsilon_{i}\right|}{\mathrm{d} t} \leq \begin{cases}-\left|\epsilon_{i}\right|+\lambda d \sum_{j=1}^{i-1}\left|\epsilon_{j}\right|+\left|\epsilon_{i+1}\right| & \text { if } i=\bar{Q}_{B F} \\ -\left|\epsilon_{i}\right|+\left|\epsilon_{i+1}\right| & \text { if } i>\bar{Q}_{B F}\end{cases}
$$

Combining the results above and the fact that $s_{i}(t) \rightarrow 0$ as $i \rightarrow \infty$ for any $t$, we conclude in this case,

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t}=\sum_{i=1}^{\infty} \frac{\mathrm{d}\left|\epsilon_{i}\right|}{\mathrm{d} t} \leq-\left|\epsilon_{1}\right|
$$

- In the second case, consider s such that $\bar{X}_{\mathbf{s}}>\bar{Q}_{B F}$. Then, similar to the analysis of the first case, we have

$$
\begin{equation*}
\frac{\mathrm{d} \epsilon_{i}}{\mathrm{~d} t} \leq-(1+\lambda d)\left|\epsilon_{i}\right|+\left|\epsilon_{i+1}\right| \quad \forall i \leq \bar{Q}_{B F}-1 \tag{27}
\end{equation*}
$$

We next consider two subcases.

- In the first subcase, $s_{\bar{Q}_{B F}} \geq \hat{s}_{\bar{Q}_{B F}}$. Note that $\hat{s}_{i}=0$ for any $i>\bar{Q}_{B F}$, so we have

$$
\begin{align*}
\sum_{i=\bar{Q}_{B F}}^{\infty} \frac{\mathrm{d}\left|\epsilon_{i}\right|}{\mathrm{d} t} & =\sum_{i=\bar{Q}_{B F}}^{\infty} \frac{\mathrm{d} \epsilon_{i}}{\mathrm{~d} t}=\sum_{i=\bar{Q}_{B F}}^{\infty} \frac{\mathrm{d} s_{i}}{\mathrm{~d} t} \\
& =\lambda-\lambda d \sum_{j=0}^{\bar{Q}_{B F}-1}\left(1-s_{j}\right)-s_{\bar{Q}_{B F}} \\
& =\lambda d \sum_{j=0}^{\bar{Q}_{B F}-1} \epsilon_{j}-\epsilon_{\bar{Q}_{B F}} \\
& \leq-\left|\epsilon_{\bar{Q}_{B F}}\right|+\lambda d \sum_{j=0}^{\bar{Q}_{B F}-1}\left|\epsilon_{j}\right| \tag{28}
\end{align*}
$$

Combining (27) and (28), we obtain

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t} \leq-\left|\epsilon_{1}\right|-\left|\epsilon_{\bar{Q}_{B F}}\right| \leq 0
$$

- In the second subcase, $s_{\bar{Q}_{B F}}<\hat{s}_{\bar{Q}_{B F}}$. In this case

$$
\begin{align*}
& \sum_{i=\bar{Q}_{B F}+1}^{\infty} \frac{\mathrm{d}\left|\epsilon_{i}\right|}{\mathrm{d} t} \\
= & \sum_{i=\bar{Q}_{B F}+1}^{\infty} \frac{\mathrm{d} \epsilon_{i}}{\mathrm{~d} t}=\sum_{i=\bar{Q}_{B F}+1}^{\infty} \frac{\mathrm{d} s_{i}}{\mathrm{~d} t} \\
= & \lambda-\lambda d \sum_{j=0}^{\bar{Q}_{B F}}\left(1-s_{j}\right)-s_{\bar{Q}_{B F}+1} \\
= & \lambda-\lambda d \sum_{j=0}^{\bar{Q}_{B F}}\left(1-\hat{s}_{j}\right) \\
& +\lambda d \sum_{j=0}^{\bar{Q}_{B F}} \epsilon_{j}-\epsilon_{\bar{Q}_{B F}+1} \\
\leq & \lambda d \sum_{j=0}^{\bar{Q}_{B F}}\left|\epsilon_{j}\right|-\left|\epsilon_{\bar{Q}_{B F}+1}\right|, \tag{29}
\end{align*}
$$

where the last inequality holds due to the definition of $\bar{Q}_{B F}$ and the fact that $\epsilon_{\bar{Q}_{B F}+1}(t)=s_{\bar{Q}_{B F}+1}(t) \geq 0$ for any $t$.
Next, given $s_{\bar{Q}_{B F}}<\hat{s}_{\bar{Q}_{B F}}$, we have

$$
\begin{align*}
& \frac{\mathrm{d}\left|\epsilon_{\bar{Q}_{B F}}\right|}{\mathrm{d} t} \\
= & -\frac{\mathrm{d} s_{\bar{Q}_{B F}}}{\mathrm{~d} t} \\
= & -\lambda d+(1+\lambda d) s_{\bar{Q}_{B F}}-s_{\bar{Q}_{B F}+1} \\
= & -\lambda d+(1+\lambda d) \hat{s}_{\bar{Q}_{B F}} \\
& +(1+\lambda d) \epsilon_{\bar{Q}_{B F}}-\epsilon_{\bar{Q}_{B F}+1} \\
\leq & -(1+\lambda d)\left|\epsilon_{\bar{Q}_{B F}}\right|+\left|\epsilon_{\bar{Q}_{B F}+1}\right|, \tag{30}
\end{align*}
$$

where the last inequality holds because $\epsilon_{\bar{Q}_{B F}}<0$, and

$$
\begin{aligned}
& -\lambda d+(1+\lambda d) \hat{s}_{\bar{Q}_{B F}} \\
= & -\lambda d+(1+\lambda d)\left(1-(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}-1}\right) \\
= & 1-(1-\lambda)(1+\lambda d)^{\bar{Q}_{B F}} \\
\leq & 1-(1-\lambda) \frac{1}{1-\lambda}=0
\end{aligned}
$$

Combining inequalities (27), (29) and (30), we obtain

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t} \leq-\left|\epsilon_{1}\right| \leq 0
$$

- In the third case, consider $\mathbf{s}$ such that $\bar{X}_{\mathbf{s}}<\bar{Q}_{B F}$. In this case, we first have

$$
\begin{equation*}
\sum_{i=\bar{Q}_{B F}+1}^{\infty} \frac{\mathrm{d}\left|\epsilon_{i}\right|}{\mathrm{d} t}=\sum_{i=\bar{Q}_{B F}+1}^{\infty} \frac{\mathrm{d} s_{i}}{\mathrm{~d} t}=-\left|\epsilon_{\bar{Q}_{B F}+1}\right| \tag{31}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d} \epsilon_{i}}{\mathrm{~d} t} \leq-(1+\lambda d)\left|\epsilon_{i}\right|+\left|\epsilon_{i+1}\right| \quad \forall i<\bar{X}_{\mathbf{s}} \tag{32}
\end{equation*}
$$

We next further consider the following subcases.

- Assume $s_{\bar{X}_{\mathrm{s}}}<\hat{s}_{\bar{X}_{\mathrm{s}}}$, so

$$
\frac{\mathrm{d}\left|\epsilon_{\bar{X}_{\mathbf{s}}}\right|}{\mathrm{d} t}=-\lambda+\lambda d \sum_{j=0}^{\bar{X}_{\mathbf{s}}-1}\left(1-s_{j}\right)+s_{\bar{X}_{\mathbf{s}}}-s_{\bar{X}_{\mathbf{s}}+1}
$$

Note that $\hat{s}_{i}-\hat{s}_{i+1}=\lambda d\left(1-\hat{s}_{i}\right)$ for any $i<\bar{Q}_{B F}$, so

$$
\begin{align*}
\frac{\mathrm{d}\left|\epsilon_{\bar{X}_{\mathrm{s}}}\right|}{\mathrm{d} t}= & -\lambda+\lambda d \sum_{j=0}^{\bar{X}_{\mathrm{s}}}\left(1-\hat{s}_{j}\right) \\
& -\lambda d \sum_{j=0}^{\bar{X}_{\mathrm{s}}-1} \epsilon_{j}+\epsilon_{\bar{X}_{\mathbf{s}}}-\epsilon_{\bar{X}_{\mathbf{s}}+1} \\
\leq & -\lambda+\lambda d \sum_{j=0}^{\bar{X}_{\mathbf{s}}}\left(1-\hat{s}_{j}\right) \\
& +\lambda d \sum_{j=0}^{\bar{X}_{\mathbf{s}}-1}\left|\epsilon_{j}\right|-\left|\epsilon_{\bar{X}_{\mathbf{s}}}\right|+\left|\epsilon_{\bar{X}_{\mathbf{s}}+1}\right| . \tag{33}
\end{align*}
$$

Next for $\bar{X}_{\mathbf{s}}<i<\bar{Q}_{B F}$, we have

$$
\begin{aligned}
\frac{\mathrm{d} \epsilon_{i}}{\mathrm{~d} t} & =-s_{i}+s_{i+1} \\
& =-\hat{s}_{i}+\hat{s}_{i+1}-\epsilon_{i}+\epsilon_{i+1} \\
& =\lambda d-\lambda d \hat{s}_{i}-\epsilon_{i}+\epsilon_{i+1}
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\frac{\mathrm{d}\left|\epsilon_{i}\right|}{\mathrm{d} t} \leq \lambda d\left(1-\hat{s}_{i}\right)-\left|\epsilon_{i}\right|+\left|\epsilon_{i+1}\right| \quad \forall \bar{X}_{\mathbf{s}}<i<\bar{Q}_{B F} \tag{34}
\end{equation*}
$$

For $i=\bar{Q}_{B F}$, we have

$$
\begin{aligned}
\frac{\mathrm{d} \epsilon_{\bar{Q}_{B F}}}{\mathrm{~d} t} & =-s_{\bar{Q}_{B F}}+s_{\bar{Q}_{B F}+1} \\
& =-\hat{s}_{\bar{Q}_{B F}}+\hat{s}_{\bar{Q}_{B F}+1}-\epsilon_{\bar{Q}_{B F}}+\epsilon_{\bar{Q}_{B F}+1} \\
& =\lambda-\lambda d \sum_{j=0}^{\bar{Q}_{B F}-1}\left(1-\hat{s}_{j}\right)-\epsilon_{\bar{Q}_{B F}}+\epsilon_{\bar{Q}_{B F}+1}
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\frac{\mathrm{d}\left|\epsilon_{\bar{Q}_{B F}}\right|}{\mathrm{d} t} \leq \lambda-\lambda d \sum_{j=0}^{\bar{Q}_{B F}-1}\left(1-\hat{s}_{j}\right)-\left|\epsilon_{\bar{Q}_{B F}}\right|+\left|\epsilon_{\bar{Q}_{B F}+1}\right| \tag{35}
\end{equation*}
$$

Summing inequalities (31)-(35), we

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t} \leq-\left|\epsilon_{1}\right| \leq 0
$$

- Assume $s_{\bar{X}_{\mathrm{s}}} \geq \hat{s}_{\bar{X}_{\mathrm{s}}}$, then

$$
\begin{align*}
\frac{\mathrm{d}\left|\epsilon_{\bar{X}_{\mathrm{s}}}\right|}{\mathrm{d} t} & =\lambda-\lambda d \sum_{j=0}^{\bar{X}_{\mathrm{s}}-1}\left(1-s_{j}\right)-s_{\bar{X}_{\mathrm{s}}}+s_{\bar{X}_{\mathrm{s}}+1} \\
& =\lambda-\lambda d \sum_{j=0}^{\bar{X}_{\mathrm{s}}}\left(1-s_{j}\right)+\lambda d\left(1-s_{\bar{X}_{\mathrm{s}}}\right)-s_{\bar{X}_{\mathbf{s}}}+s_{\bar{X}} \\
& \leq(a) \lambda d-(1+\lambda d) s_{\bar{X}_{\mathrm{s}}}+s_{\bar{X}_{\mathrm{s}}+1} \\
& \leq-(1+\lambda d)\left|\epsilon_{\bar{X}_{\mathbf{s}}}\right|+\left|\epsilon_{\bar{X}_{\mathbf{s}}+1}\right| \tag{36}
\end{align*}
$$

where inequality (a) holds due to the definition of $\bar{X}_{\mathbf{s}}$, and the last inequality holds because

$$
\lambda d-(1+\lambda d) \hat{s}_{\bar{X}_{\mathrm{s}}}+\hat{s}_{\bar{X}_{\mathrm{s}}+1}=0
$$

when $\bar{X}_{\mathbf{s}}<\bar{Q}_{B F}$.
The summation of (34) and (35) yields that

$$
\begin{align*}
\sum_{i=\bar{X}_{\mathbf{s}}+1}^{\bar{Q}_{B F}} \frac{\mathrm{~d}\left|\epsilon_{i}\right|}{\mathrm{d} t} \leq & \lambda-\lambda d \sum_{j=0}^{\bar{X}_{\mathbf{s}}}\left(1-\hat{s}_{j}\right)-\left|\epsilon_{\bar{X}_{\mathbf{s}}+1}\right|+\left|\epsilon_{\bar{Q}_{B F}+1}\right| \\
\leq & \\
& -\lambda-\lambda d \sum_{j=0}^{\bar{X}_{\mathbf{s}}}\left(1-s_{j}\right) \\
& -\lambda d \sum_{j=0}^{\bar{X}_{\mathbf{s}}} \epsilon_{j}-\left|\epsilon_{\bar{X}_{\mathbf{s}}+1}\right|+\left|\epsilon_{\bar{Q}_{B F}+1}\right|  \tag{37}\\
\leq & \leq \lambda d \sum_{j=0}^{\bar{X}_{\mathbf{s}}}\left|\epsilon_{j}\right|-\left|\epsilon_{\bar{X}_{\mathbf{s}}+1}\right|+\left|\epsilon_{\bar{Q}_{B F}+1}\right|
\end{align*}
$$

where the last inequality holds due to the definition of $\bar{X}_{\mathbf{s}}$. The summation of (31), (32), (36) and (37) yields

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t} \leq-\left|\epsilon_{1}\right| \leq 0
$$

In a summary, we have shown that

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t}\left\{\begin{array}{l}
\leq 0, \quad \text { if } \mathbf{s}(t) \neq \hat{\mathbf{s}}  \tag{38}\\
=0, \\
\text { otherise }
\end{array}\right.
$$

Next define $i^{*}=\min \left\{i: \epsilon_{i}<0\right\}$. If such an $i^{*}$ exists, since $\hat{s}_{i}=0$ for any $i>\bar{Q}_{B F}, i^{*} \leq \bar{Q}_{B F}$. Furthermore, if $\bar{X}_{s}<\bar{Q}_{B F}$, then $i^{*} \leq \bar{X}_{s}$. It is easy to verify that when $i^{*}$ exists,

$$
\frac{\mathrm{d}\left|\epsilon_{i^{*}-1}\right|}{\mathrm{d} t}=\frac{\mathrm{d} \epsilon_{i^{*}-1}}{\mathrm{~d} t}=-(1+\lambda d)\left|\epsilon_{i^{*}-1}\right|-\left|\epsilon_{i^{*}}\right|
$$

Since the following bound has been used throughout in the proof

$$
\frac{\mathrm{d}\left|\epsilon_{i^{*}-1}\right|}{\mathrm{d} t} \leq-(1+\lambda d)\left|\epsilon_{i^{*}-1}\right|+\left|\epsilon_{i^{*}}\right|
$$

when $i^{*}$ exits, we can further obtain

$$
\begin{equation*}
\frac{\mathrm{d} V(t)}{\mathrm{d} t} \leq-\left|\epsilon_{1}\right|-\left|\epsilon_{i^{*}}\right| \tag{39}
\end{equation*}
$$

which implies

$$
\frac{\mathrm{d} V(t)}{\mathrm{d} t} \begin{cases}=0, & \text { if } \mathbf{s}(t)=\hat{\mathbf{s}}  \tag{40}\\ <0, & \text { if } s_{i}(t)<\hat{s}_{i} \text { for some } i \\ <0, & \text { if } s_{1}(t)>\hat{s}_{1} \\ \leq 0, & \text { if } s_{i}(t) \geq \hat{s}_{i} \forall i \text { and } s_{1}(t)=\hat{s}_{1}\end{cases}
$$

The result above shows that $|\mathbf{s}(t)-\hat{\mathbf{s}}|$ is non-increasing.
For any $x$ such that $|\mathbf{x}|<\infty$, we define

$$
S_{x}=\left\{y:\left|y_{n}\right| \leq\left|x_{n}\right| \text { for all } n\right\}
$$

Then we can see that $S_{x}$ is compact since we can approximate $\bar{x}_{\text {the }}$ tail with $\epsilon / 2$ and the first finitely-many elements are in an equivalent Euclidean space and hence the the finitedimensional part is totally bounded with the remaining $\epsilon / 2$ as well.

Since $|\mathbf{s}(t)-\hat{\mathbf{s}}|$ is non-increasing, given a fixed $r>0$ and initial condition $\mathbf{s}(0) \in \bar{B}(\hat{\mathbf{s}}, r)$, where

$$
\bar{B}(\hat{s}, r)=\{s \in \mathcal{X}:\|s-\bar{s}\| \leq r\}
$$

we have

$$
|\mathbf{s}(t)| \leq r+|\hat{\mathbf{s}}| \quad \forall t
$$

Since $s_{1}(t) \geq s_{2}(t) \geq \ldots \geq$, there exists $N(r)$ such that for any $i \geq N(r)$ and any $t \geq 0$,

$$
\begin{gathered}
s_{i}(t) \leq \frac{1}{d} \\
\dot{s}_{i+1}(t) \leq 0
\end{gathered}
$$

Now consider any initial state $\mathbf{s}(0) \in \mathcal{X}$. Let $r=\|\mathbf{s}(0)-\hat{\mathbf{s}}\|$ and

$$
s_{i}^{\prime}= \begin{cases}1 & \text { if } i \leq N(r) \\ s_{i}(0) & \text { if } i>N(r)\end{cases}
$$

Then $s^{\prime} \in \mathcal{X}$. Let $\Omega=\bar{B}(\hat{\mathbf{s}}, r) \cap S_{\mathbf{s}^{\prime}}$. Since both $\bar{B}(\hat{\mathbf{s}}, r)$ and $S_{s^{\prime}}$ are closed and $S_{\mathrm{s}^{\prime}}$ is compact, we have that $\Omega$ is compact. Also note that for any initial state $\mathbf{s}(0) \in \Omega$ we have $s(t) \in \Omega$ as well, so $\Omega$ is positive invariant and compact.

Furthermore, given $\mathbf{s}(t)$ such that $s_{1}(t)=\hat{s}_{1}$ and $s_{i}(t) \geq$ $\hat{s}_{i}(i \geq 2)$, it can be easily shown that $s_{1}(t+\delta t)>\hat{s}_{1}$ for a sufficiently small $\delta t$ unless $\mathbf{s}(t)=\hat{\mathbf{s}}$. The result can be proved by following the idea of LaSalle's invariance principle [8].

## Appendix D

## Proof of Theorem 8

Recall the definition of $\boldsymbol{\Pi}^{(n)}(t) \in \mathbb{N}^{\infty}$ where the $i^{\text {th }}$ component $\Pi_{i}^{(n)}(t)$ is the number of servers whose queue lengths are equal to $i$. Since $\Pi^{(n)}(t)$ can be uniquely determined by $\boldsymbol{\Gamma}^{(n)}(t)$ and vice versa, and $\boldsymbol{\Pi}^{(n)}(t)$ is a Markov chain, $\boldsymbol{\Gamma}^{(n)}(t)$ is a Markov chain and we have

$$
\begin{equation*}
\boldsymbol{\Gamma}^{(n)}(t)=\boldsymbol{\Gamma}^{(n)}(0)+\sum_{\mathbf{L} \in \mathbb{N}^{\infty}} \mathbf{L} N_{\mathbf{L}}\left(\int_{0}^{t} R_{\mathbf{L}}^{(n)}\left(\boldsymbol{\Gamma}^{(n)}(u)\right) \mathrm{d} u\right) \tag{41}
\end{equation*}
$$

where $N_{\mathbf{L}}(x)$ are independent standard Poisson processes and $R_{\mathbf{L}}^{(n)}(\boldsymbol{\Gamma})$ is the transition rate of the Markov chain from state $\boldsymbol{\Gamma}$ to state $\boldsymbol{\Gamma}+\mathbf{L}$. For example, given

$$
\mathbf{L}=(0,-1,0, \cdots,)^{\prime}
$$

which corresponds to the event that there is a departure from a server with queue size 1 ,

$$
R_{\mathbf{L}}^{(n)}\left(\boldsymbol{\Gamma}^{(n)}\right)=\Gamma_{1}^{(n)}-\Gamma_{2}^{(n)}
$$

because there are $\Gamma_{1}^{(n)}-\Gamma_{2}^{(n)}$ servers with queue size 1 . Dividing by $n$ on both sides of equation (41), we get
$\gamma^{(n)}(t)=\gamma^{(n)}(0)+\sum_{\mathbf{L} \in \mathbb{N} \infty} \frac{\mathbf{L}}{n} N_{\mathbf{L}}\left(\int_{0}^{t} R_{\mathbf{L}}^{(n)}\left(n \gamma^{(n)}(u)\right) \mathrm{d} u\right)$.
Now define $B_{n}(t)$ to be the total number of batch arrivals within time interval $[0, t]$ in the $n$th system. Then $B_{n}(t)=$
$N\left(\frac{n}{m} \lambda t\right)$, i.e., a Poisson random variable with mean $\frac{n}{m} \lambda t$. Define event $\mathcal{B}_{n, \alpha}$ to be

$$
\begin{aligned}
\mathcal{B}_{n, \alpha}= & \left\{B_{n}(t) \leq(1+\alpha) \frac{n}{m} \lambda t\right. \\
& \text { and } \left.\sum_{i} \gamma_{i}^{(n)}(0) \leq(1+\alpha) \sum_{i} s_{i}(0)\right\}
\end{aligned}
$$

Applying the Chernoff bound, we obtain

$$
\mathbb{P}\left(B_{n}(t) \leq(1+\alpha) \frac{n}{m} \lambda t\right) \geq 1-e^{-\frac{n}{m} \lambda t h(\alpha)}
$$

where $h(\alpha)=(1+\alpha) \log (1+\alpha)-\alpha$. Also

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\sum_{i} \gamma_{i}^{(n)}(0) \leq(1+\alpha) \sum_{i} s_{i}(0)\right)=1
$$

because $\gamma^{(n)}(0)$ converges to $\mathbf{s}(0)$ in probability according to the assumption of the theorem. Thus, we have

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\mathcal{B}_{n, \alpha}\right)=1
$$

Note that $n \sum_{i} \gamma_{i}^{(n)}(u)$ is the total number of tasks in the system at time $u$. When $\mathcal{B}_{n, \alpha}$ occurs,

$$
\max _{0 \leq u \leq t} \sum_{i} \gamma_{i}^{(n)}(u) \leq(1+\alpha)\left(\lambda t+\sum_{i} s_{i}(0)\right)
$$

Define $C_{\alpha}=(1+\alpha)\left(\lambda t+\sum_{i} s_{i}(0)\right)$. When the inequality above holds, we have

$$
\begin{equation*}
\gamma_{i}^{(n)}(u)=\sum_{j=i}^{\infty} \pi_{j}^{(n)}(u) \leq \frac{C_{\alpha}}{i} \quad \forall 0 \leq u \leq t, \quad \forall i \tag{42}
\end{equation*}
$$

which further implies that for $k=\left\lceil\frac{C_{\alpha}}{\frac{1}{2}\left(1-\frac{1}{d}\right)}\right\rceil$, we have

$$
\begin{equation*}
\gamma_{i}^{(n)}(u) \leq \frac{1}{2}\left(1-\frac{1}{d}\right) \quad \forall 0 \leq u \leq t, \quad \forall i \geq k \tag{43}
\end{equation*}
$$

Next we define the following four sets:

- $\mathcal{T}_{n}^{+}$: the set of $\mathbf{L}$ such that $\mathbf{L} \geq 0$, which is the set of $\mathbf{L}$ related to arrivals,
- $\mathcal{L}_{n}^{+}$: the set of $\mathbf{L}$ such that $\mathbf{L} \geq 0$ and $\mathbf{L}_{i}=0$ for $i \geq k+1$.
- $\mathcal{T}_{n}^{-}$: the set of $\mathbf{L}$ such that $\mathbf{L} \leq 0$, which is the set of $\mathbf{L}$ related to departures.
- $\mathcal{L}_{n}^{-}$: the set of $\mathbf{L} \leq 0$ and $\mathbf{L}_{i}=0$ for $i \geq m$.

We further define $\bar{N}_{\mathbf{L}}(a)=N_{\mathbf{L}}(a)-a$, which is a centered Poisson process. Then we have

$$
\begin{aligned}
& \gamma^{(n)}(t) \\
= & \gamma^{(n)}(0)+
\end{aligned}
$$

$$
\sum_{\mathbf{L} \in\left(\mathcal{T}_{n}^{+} \cup \mathcal{T}_{n}^{-}\right) \backslash\left(\mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}\right)} \frac{\mathbf{L}}{n} N_{\mathbf{L}}\left(\int_{0}^{t} R_{\mathbf{L}}^{(n)}\left(n \gamma^{(n)}(u)\right) \mathrm{d} u\right)+
$$

$$
\sum_{\mathbf{L} \in \mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}} \frac{\mathbf{L}}{n} \bar{N}_{\mathbf{L}}\left(\int_{0}^{t} R_{\mathbf{L}}^{(n)}\left(n \boldsymbol{\gamma}^{(n)}(u)\right) \mathrm{d} u\right)+
$$

$$
\sum_{\mathbf{L} \in \mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}} \frac{\mathbf{L}}{n} \int_{0}^{t} R_{\mathbf{L}}^{(n)}\left(n \gamma^{(n)}(u)\right) \mathrm{d} u
$$

Define $\mathbf{s}(t)$ to be the solution of the differential equations (7) with initial condition $\mathbf{s}(0)$, and $\mathbf{F}(\mathbf{s})$ such that the nonlinear differential equations in (7) are given by

$$
\frac{\mathrm{d} \mathbf{s}}{\mathrm{~d} t}=\mathbf{F}(\mathbf{s})
$$

Following the idea behind the proof of Kurtz's theorem (see [5] for an easy exposition), we have

$$
\begin{align*}
& \sup _{0 \leq u \leq t}\left|\gamma^{(n)}(u)-\mathbf{s}(u)\right|  \tag{44}\\
& \leq\left|\gamma^{(n)}(0)-\mathbf{s}(0)\right|  \tag{45}\\
& \quad+\sup _{0 \leq u \leq t}\left|\sum_{\mathbf{L} \notin\left(\mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}\right)} \frac{\mathbf{L}}{n} N_{\mathbf{L}}\left(\int_{0}^{u} R_{\mathbf{L}}^{(n)}\left(n \boldsymbol{\gamma}^{(n)}(\tau)\right) \mathrm{d} \tau\right)\right| \tag{46}
\end{align*}
$$

$$
\begin{equation*}
+\sup _{0 \leq u \leq t}\left|\sum_{\mathbf{L} \in \mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}} \frac{\mathbf{L}}{n} \bar{N}_{\mathbf{L}}\left(\int_{0}^{u} R_{\mathbf{L}}^{(n)}\left(n \gamma^{(n)}(\tau)\right) \mathrm{d} \tau\right)\right| \tag{47}
\end{equation*}
$$

$$
+\left.\sup _{0 \leq u \leq t}\right|_{\mathbf{L} \in \mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}} \frac{\mathbf{L}}{n} \int_{0}^{u} R_{\mathbf{L}}^{(n)}\left(n \gamma^{(n)}(\tau)\right) \mathrm{d} \tau
$$

$$
\begin{equation*}
-\int_{0}^{u} \mathbf{F}\left(\boldsymbol{\gamma}^{(n)}(\tau)\right) \mathrm{d} \tau \tag{48}
\end{equation*}
$$

$$
\begin{equation*}
+\sup _{0 \leq u \leq t}\left|\int_{0}^{u} \mathbf{F}\left(\gamma^{(n)}(\tau)\right) \mathrm{d} \tau-\int_{0}^{u} \mathbf{F}(\mathbf{s}(\tau)) \mathrm{d} \tau\right| . \tag{49}
\end{equation*}
$$

According to Lemmas 13-15, we obtain that there exists $\bar{n}$ such that for any $n \geq \bar{n}$,

$$
\begin{aligned}
& \quad \mathbb{P}\left(\operatorname { s u p } _ { 0 \leq u \leq t } \left(\left|\gamma^{(n)}(u)-\mathbf{s}(u)\right|-\right.\right. \\
& \left.\left.\quad\left|\int_{0}^{u} \mathbf{F}\left(\gamma^{(n)}(\tau)\right)-\mathbf{F}(\mathbf{s}(\tau)) \mathrm{d} \tau\right|\right) \geq 4 \delta\right) \\
& \leq \mathbb{P}\left(\left|\gamma^{(n)}(0)-\mathbf{s}(0)\right|>\delta\right)+3\left(1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right)\right) \\
& +4 m^{k} \max \left\{e^{-\frac{n}{m} \lambda t h\left(\frac{\delta}{(m+1)^{k} \lambda t}\right)}, e^{-n t h\left(\frac{\delta}{2 m^{k} t}\right)}\right\} \\
& +\frac{\lambda t}{\delta} e^{-\frac{(d-1)^{2}}{2(d+1)} m}+\frac{\lambda t C_{\alpha}}{\delta m},
\end{aligned}
$$

which converges to zero as $n \rightarrow \infty$ since $m=\Theta(\log n)$.
Let

$$
\begin{aligned}
B_{n}= & \left\{\operatorname { s u p } _ { 0 \leq u \leq t } \left(\left|\gamma^{(n)}(u)-\mathbf{s}(u)\right|-\right.\right. \\
& \left.\left.\left|\int_{0}^{u} \mathbf{F}\left(\gamma^{(n)}(\tau)\right)-\mathbf{F}(\mathbf{s}(\tau)) \mathrm{d} \tau\right|\right) \leq 4 \delta\right\}
\end{aligned}
$$

Then $\mathbb{P}\left(B_{n}\right) \rightarrow 1$ as $n \rightarrow \infty$. When $B_{n}$ occurs, for any $u \in[0, t]$,

$$
\begin{aligned}
\left|\gamma^{(n)}(u)-\mathbf{s}(u)\right| & \leq 4 \delta+\left|\int_{0}^{u} \mathbf{F}\left(\gamma^{(n)}(\tau)\right)-\mathbf{F}(\mathbf{s}(\tau)) \mathrm{d} \tau\right| \\
& \leq 4 \delta+M \int_{0}^{u}\left|\gamma^{(n)}(\tau)-\mathbf{s}(\tau)\right| \mathrm{d} \tau
\end{aligned}
$$

where the last inequality holds because $\mathbf{F}(\mathbf{s})$ is Lipschitz as shown in Lemma 16. By Gronwall's inequality we have
$\left|\gamma^{(n)}(u)-\mathbf{s}(u)\right| \leq 4 \delta e^{M u}$ for any $u \in[0, t]$. Thus

$$
\mathbb{P}\left(\sup _{0 \leq u \leq t}\left|\gamma^{(n)}(u)-\mathbf{s}(u)\right| \leq 4 \delta e^{M t}\right) \geq \mathbb{P}\left(B_{n}\right) \rightarrow 1
$$

as $n \rightarrow \infty$.

## Lemma 13.

$\mathbb{P}((46)>\delta) \leq \frac{\lambda t}{\delta} e^{-\frac{(d-1)^{2}}{2(d+1)} m}+\frac{\lambda t C_{\alpha}}{\delta m}+2\left(1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right)\right)$.

Proof. Note that $\mathbf{L} \in \mathcal{T}_{n}^{+} \backslash \mathcal{L}_{n}^{+}$occurs when a task is dispatched to a queue with size at least $k$. Under condition (43), when a batch arrival occurs,

$$
\begin{aligned}
& \mathbb{P}\left(\bigcup_{\mathbf{L} \in \mathcal{T}_{n}^{+} \backslash \mathcal{L}_{n}^{+}}\{n \boldsymbol{\gamma} \rightarrow n \boldsymbol{\gamma}+\mathbf{L}\}\right) \\
\leq & \mathbb{P}\left(d m-Z_{k}<m\right)=\mathbb{P}\left(Z_{k}>(d-1) m\right) \\
\leq & e^{-\frac{(d-1)^{2}}{2(d+1)} m}
\end{aligned}
$$

where $Z_{k}$ is the number of servers probed with queue size at least $k$ and the last inequality is obtained from the Hoeffding's inequality for sampling without replacement. Therefore, we have

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{0 \leq u \leq t}\left|\sum_{\mathbf{L} \in \mathcal{T}_{n}^{+} \backslash \mathcal{L}_{n}^{+}} \frac{\mathbf{L}}{n} N_{\mathbf{L}}\left(\int_{0}^{u} R_{\mathbf{L}}^{(n)}\left(n \boldsymbol{\gamma}^{(n)}(\tau)\right) \mathrm{d} \tau\right)\right| \geq \delta\right) \\
\leq & \mathbb{P}\left(\sup _{0 \leq u \leq t} \frac{m}{n} N\left(\int_{0}^{u} \sum_{\mathbf{L} \in \mathcal{T}_{n}^{+} \backslash \mathcal{L}_{n}^{+}} R_{\mathbf{L}}^{(n)}\left(n \boldsymbol{\gamma}^{(n)}(\tau)\right) \mathrm{d} \tau\right) \geq \delta\right) \\
\leq & (a) \mathbb{P}\left(\frac{m}{n} N\left(\int_{0}^{t} \sum_{\mathbf{L} \in \mathcal{T}_{n}^{+} \backslash \mathcal{L}_{n}^{+}} R_{\mathbf{L}}^{(n)}\left(n \gamma^{(n)}(\tau)\right) \mathrm{d} \tau\right) \geq \delta\right) \\
\leq & \mathbb{P}\left(\frac{m}{n} N\left(\int_{0}^{t} \sum_{\mathbf{L} \in \mathcal{T}_{n}^{+} \backslash \mathcal{L}_{n}^{+}} R_{\mathbf{L}}^{(n)}\left(n \boldsymbol{\gamma}^{(n)}(\tau)\right) \mathrm{d} \tau\right) \geq \delta \bigcap \mathcal{B}_{n, \alpha}\right) \\
& +1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right) \\
\leq & \mathbb{P}\left(\frac{m}{n} N\left(\frac{n}{m} \lambda t e^{-\frac{(d-1)^{2}}{2(d+1)} m}\right) \geq \delta\right)+1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right) \\
\leq & \frac{\lambda t}{\delta} e^{-\frac{(d-1)^{2}}{2(d+1)} m}+1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right),
\end{aligned}
$$

where inequality (a) holds because $N(t)$ is nondecreasing with $t$ and the last inequality is obtained from the Markov inequality.

Similarly, we can also obtain

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{0 \leq u \leq t}\left|\sum_{\mathbf{L} \in \mathcal{T}_{n}^{-} \backslash \mathcal{L}_{n}^{-}} \frac{\mathbf{L}}{n} N_{\mathbf{L}}\left(\int_{0}^{u} R_{\mathbf{L}}^{(n)}\left(n \boldsymbol{\gamma}^{(n)}(\tau)\right) \mathrm{d} \tau\right)\right| \geq \delta\right) \\
\leq & \mathbb{P}\left(\frac{1}{n} N\left(\int_{0}^{t} \sum_{\mathbf{L} \in \mathcal{T}_{n}^{-} \backslash \mathcal{L}_{n}^{-}} R_{\mathbf{L}}^{(n)}\left(n \boldsymbol{\gamma}^{(n)}(\tau)\right) \mathrm{d} \tau\right) \geq \delta\right) \\
\leq & \mathbb{P}\left(\mathcal{B}(n, \alpha) \bigcap \frac{1}{n} N\left(\int_{0}^{t} \sum_{\mathbf{L} \in \mathcal{T}_{n}^{-} \backslash \mathcal{L}_{n}^{-}} R_{\mathbf{L}}^{(n)}\left(n \gamma^{(n)}(\tau)\right) \mathrm{d} \tau\right) \geq \delta\right) \\
& +1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right) \\
\leq & \mathbb{P}\left(\frac{1}{n} N\left(n \lambda t \frac{C_{\alpha}}{m}\right) \geq \delta\right)+1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right) \\
\leq & \frac{\lambda t C_{\alpha}}{\delta m}+1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right) .
\end{aligned}
$$

## Lemma 14.

$\mathbb{P}((47)>\delta) \leq 4 m^{k} \max \left\{e^{-\frac{n}{m} \lambda t h\left(\frac{\delta}{(m+1)^{k} \lambda t}\right)}, e^{-n t h\left(\frac{\delta}{2 m^{k} t}\right)}\right\}$.

Proof. Note that $\left|\mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}\right| \leq m^{k}+m \leq 2 m^{k}$. For $\mathbf{L} \in \mathcal{L}_{n}^{+}$,

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{0 \leq u \leq t}\left|\frac{\mathbf{L}}{n} \bar{N}_{\mathbf{L}}\left(\int_{0}^{u} R_{\mathbf{L}}^{(n)}\left(n \gamma^{(n)}(\tau)\right) \mathrm{d} \tau\right)\right|>\frac{\delta}{2 m^{k}}\right) \\
\leq & \mathbb{P}\left(\sup _{0 \leq u \leq t} \frac{m}{n}\left|\bar{N}_{\mathbf{L}}\left(\frac{n}{m} \lambda u\right)\right|>\frac{\delta}{2 m^{k}}\right) \\
\leq & 2 e^{-\frac{n}{m} \lambda \operatorname{th}\left(\frac{\delta}{2 m^{k} \lambda t}\right)}
\end{aligned}
$$

where the last inequality follows from Proposition 5.2 in [5]. Similarly, for $\mathbf{L} \in \mathcal{L}_{n}^{-}$,

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{0 \leq u \leq t}\left|\frac{\mathbf{L}}{n} \bar{N}_{\mathbf{L}}\left(\int_{0}^{u} R_{\mathbf{L}}^{(n)}\left(n \boldsymbol{\gamma}^{(n)}(\tau)\right) \mathrm{d} \tau\right)\right|>\frac{\delta}{2 m^{k}}\right) \\
\leq & \mathbb{P}\left(\sup _{0 \leq u \leq t} \frac{1}{n}\left|\bar{N}_{\mathbf{L}}(n u)\right|>\frac{\delta}{2 m^{k}}\right) \\
\leq & 2 e^{-n t h\left(\frac{\delta}{2 m^{k} t}\right)}
\end{aligned}
$$

Combining the results above and using the union bound, we obtain

$$
\mathbb{P}((47)>\delta) \leq 4 m^{k} \max \left\{e^{-\frac{n}{m} \lambda t h\left(\frac{\delta}{(m+1)^{k} \lambda t}\right)}, e^{-n t h\left(\frac{\delta}{2 m^{k} t}\right)}\right\}
$$

Lemma 15. There exists $\bar{n}$ such that for any $n \geq \bar{n}$,

$$
\mathbb{P}((48)>\delta) \leq 1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right)
$$

Proof. To study (48) under condition (42), we define

$$
\mathbf{F}^{(n)}(\gamma)=\frac{1}{n} \sum_{\mathbf{L} \in \mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}} \mathbf{L} R_{\mathbf{L}}^{(n)}(n \gamma)
$$

and consider

$$
\begin{equation*}
\left|\mathbf{F}^{(n)}(\gamma)-\mathbf{F}(\gamma)\right|=\sum_{i}\left|F_{i}^{(n)}(\gamma)-F_{i}(\gamma)\right| \tag{50}
\end{equation*}
$$

We divide the analysis into the following cases:

- For $i>m, L_{i}=0$ for any $\mathbf{L} \in \mathcal{L}_{n}^{+} \cup \mathcal{L}_{n}^{-}$, which implies $F_{i}^{(n)}(\gamma)=0$ and

$$
\sum_{i>m}\left|F_{i}^{(n)}(\gamma)-F_{i}(\gamma)\right|=\sum_{i>m} F_{i}(\gamma)=\gamma_{m+1} \leq \frac{C_{\alpha}}{m}
$$

- For $m \geq i>k$,

$$
F_{i}^{(n)}(\gamma)=-\gamma_{i}+\gamma_{i+1}
$$

which implies that

$$
\left|F_{i}^{(n)}(\gamma)-F_{i}(\gamma)\right|=0
$$

- For $k \geq i$,

$$
\begin{aligned}
F_{i}^{(n)}(\gamma) & =\frac{1}{n}\left(\frac{\lambda n}{m} \mathbb{E}\left[D_{i} \mid \gamma\right]-n \gamma_{i}+n \gamma_{i+1}\right) \\
& =\lambda d \mathbb{E}\left[\left.\frac{D_{i}}{d m} \right\rvert\, \gamma\right]-\gamma_{i}+\gamma_{i+1}
\end{aligned}
$$

where $D_{i}$ is a random variable denoting the change in the number of servers with queue size at least $i$ after water filling. Therefore,

$$
\left|F_{i}^{(n)}(\gamma)-F_{i}(\gamma)\right|=\lambda d \mathbb{E}\left[\left.\frac{D_{i}}{d m} \right\rvert\, \gamma\right]
$$

Recall $Z_{i}$ to be the number of probed servers with queue size at least $i$, so $D_{i}$ is a function of $Z_{j}(j \leq i)$. Specifically,

$$
\begin{equation*}
D_{i}=\min \left\{d m-Z_{i},\left(m-\sum_{j=0}^{i-1}\left(d m-Z_{j}\right)\right)^{+}\right\} \tag{51}
\end{equation*}
$$

Therefore,

$$
\frac{D_{i}}{d m}=\min \left\{\frac{d m-Z_{i}}{d m},\left(\frac{1}{d}-\sum_{j=0}^{i-1}\left(1-\frac{Z_{j}}{d m}\right)\right)^{+}\right\}
$$

Applying the Hoeffding's inequality for sampling without replacement, we have that

$$
\mathbb{P}\left(\left|Z_{i}-\gamma_{i} d m\right| \geq \sqrt{m \log m}\right) \leq 2 e^{-2 \frac{\log m}{d}}=\frac{2}{m^{2 / d}}
$$

which implies that

$$
\mathbb{P}\left(\left|Z_{i}-\gamma_{i} d m\right| \leq \sqrt{m \log m} \quad \forall i \leq k\right) \geq 1-\frac{2 k}{m^{2 / d}}
$$

Given $\left|Z_{i}-\gamma_{i} d m\right| \leq \sqrt{m \log m}$ for all $i \leq k$, we can obtain

$$
\begin{aligned}
& \left|\mathbb{E}\left[\left.\frac{D_{i}}{d m} \right\rvert\, \gamma\right]-\min \left\{1-\gamma_{i},\left(\frac{1}{d}-\sum_{j=0}^{i-1}\left(1-\gamma_{j}\right)\right)^{+}\right\}\right| \\
& \leq \frac{k \sqrt{\log m}}{d \sqrt{m}}
\end{aligned}
$$

By summarizing the cases above, we obtain that under condition (42)

$$
\left|\mathbf{F}^{(n)}(\gamma)-\mathbf{F}(\gamma)\right| \leq \frac{C_{\alpha}}{m}+\frac{k \sqrt{\log m}}{d \sqrt{m}}
$$

Therefore, given $\delta$, there exists $m_{\delta}$ such that for any $m \geq m_{\delta}$, If $h_{\bar{X}_{\mathbf{s}}}(\mathbf{s})>h_{\bar{X}_{\mathbf{s}}}\left(\mathbf{s}^{\prime}\right)$, then

$$
\begin{aligned}
& \sup _{0 \leq u \leq t}\left|\int_{0}^{u} \mathbf{F}^{(n)}\left(\gamma^{(n)}(\tau)\right) \mathrm{d} \tau-\int_{0}^{u} \mathbf{F}\left(\gamma^{(n)}(\tau)\right) \mathrm{d} \tau\right| \\
\leq & t\left(\frac{C_{\alpha}}{m}+\frac{k \sqrt{\log m}}{d \sqrt{m}}\right) \leq \delta
\end{aligned}
$$

So for sufficient large $n$,

$$
\begin{aligned}
& \mathbb{P}\left(\sup _{0 \leq u \leq t}\left|\int_{0}^{u} \mathbf{F}^{(n)}\left(\gamma^{(n)}(\tau)\right) \mathrm{d} \tau-\int_{0}^{u} \mathbf{F}\left(\gamma^{(n)}(\tau)\right) \mathrm{d} \tau\right|>\delta\right) \\
\leq & 1-\mathbb{P}\left(\mathcal{B}_{n, \alpha}\right) .
\end{aligned}
$$

$$
\begin{aligned}
& \sum_{i=\bar{X}_{\mathbf{s}}}\left|h_{i}(\mathbf{s})-h_{i}\left(\mathbf{s}^{\prime}\right)\right| \\
= & -\lambda d+\lambda d s_{\bar{X}_{\mathbf{s}}}^{\prime}+\lambda d-\lambda d s_{\bar{X}_{\mathbf{s}}}+\lambda-\lambda d \sum_{j=1}^{\bar{X}_{\mathbf{s}}}\left(1-s_{j}\right) \\
& +\lambda-\lambda d \sum_{j=1}^{\bar{X}_{\mathbf{s}}}\left(1-s_{j}^{\prime}\right)-\lambda+\lambda d \sum_{j=1}^{\bar{X}_{\mathbf{s}}}\left(1-s_{j}\right) \\
& +\lambda-\lambda d \sum_{j=1}^{\bar{X}_{\mathbf{s}}}\left(1-s_{j}\right) \\
\leq & \lambda d\left|s_{\bar{X}_{\mathbf{s}}}^{\prime}-s_{\bar{X}_{\mathbf{s}}}\right|+\lambda d \sum_{j=1}^{\bar{X}_{\mathbf{s}}}\left|s_{j}^{\prime}-s_{j}\right| \\
\leq & 2 \lambda d\left|\mathbf{s}-\mathbf{s}^{\prime}\right|
\end{aligned}
$$

where the first inequality holds because

$$
\lambda-\lambda d \sum_{j=1}^{\bar{X}_{\mathbf{s}}}\left(1-s_{j}\right) \leq 0
$$

according to the definition of $\bar{X}_{\mathbf{s}}$.
Combining the results above, we obtain that

$$
\left|\mathbf{F}(\mathbf{s})-\mathbf{F}\left(\mathbf{s}^{\prime}\right)\right| \leq(2+3 \lambda d)\left|\mathbf{s}-\mathbf{s}^{\prime}\right| .
$$

Therefore, the lemma holds.

## Appendix E <br> Proof of Theorem 9

Let $\hat{\mathbf{X}}^{\left(n_{k}\right)}$ denote the weak convergence subsequence in assumption (A4). By (A1) and the Skorohod representation theorem, there exists $\left\{\tilde{\mathbf{X}}^{\left(n_{k}\right)}\right\}$ and $\tilde{\mathbf{X}}$ such that

- $\tilde{\mathbf{X}}^{\left(n_{k}\right)}={ }_{d} \hat{\mathbf{X}}^{\left(n_{k}\right)}$,
- $\tilde{\mathbf{X}}={ }_{d} \overline{\mathbf{X}}$, and
- $\tilde{\mathbf{X}}^{\left(n_{k}\right)}$ converges to $\tilde{\mathbf{X}}$ almost surely.

Now let $\mathbf{X}^{\left(n_{k}\right)}(0)=\tilde{\mathbf{X}}^{\left(n_{k}\right)}$, i.e., the $n_{k}$ th system starts at a random initial condition specified by its stationary distribution, which implies that

$$
\mathbf{X}^{\left(n_{k}\right)}(t)={ }_{d} \tilde{\mathbf{X}}^{\left(n_{k}\right)} \quad \forall t
$$

Denote by $\mathbf{X}(t)$ the random state of the dynamical system starting from the random initial condition $\mathbf{X}$. According to (A2), for any deterministic initial condition in $\mathcal{X}$,

$$
\mathbf{X}^{\left(n_{k}\right)}(t) \xrightarrow{w} \mathbf{X}(t)
$$

By the definition of weak convergence, for a bounded continuous function $f$,

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \mathbb{E}\left[f\left(\mathbf{X}^{\left(n_{k}\right)}(t)\right) \mid \mathbf{X}^{\left(n_{k}\right)}(0)=\tilde{\mathbf{X}}^{\left(n_{k}\right)}\right] \\
= & \mathbb{E}\left[f(\mathbf{X}(t)) \mid \mathbf{X}^{\left(n_{k}\right)}(0)=\tilde{\mathbf{X}}\right]
\end{aligned}
$$

Since $f$ is bounded, further by the bounded convergence theorem and the fact that $\mathbb{P}(\tilde{\mathbf{X}} \in \mathcal{X})=\mathbb{P}(\overline{\mathbf{X}} \in \mathcal{X})=1$, we have

$$
\lim _{n \rightarrow \infty} \mathbb{E}\left[f\left(\mathbf{X}^{\left(n_{k}\right)}(t)\right)\right]=\mathbb{E}[f(\mathbf{X}(t))]
$$

which implies that $\mathbf{X}^{\left(n_{k}\right)}(t)$ converges weakly to $\mathbf{X}(t)$ for any $t$.

Since $\mathbf{X}^{\left(n_{k}\right)}(t)={ }_{d} \hat{\mathbf{X}}^{\left(n_{k}\right)} \forall t$, we further have $\mathbf{X}(t)={ }_{d}$ $\overline{\mathbf{X}} \forall t$. Now according to (A3), the dynamical system converges to $\hat{\mathbf{X}}$ starting from any initial condition in $\mathcal{X}$, which implies $\mathbf{X}(t)$ converges to $\hat{\mathbf{X}}$ almost surely and also implies that $\mathbf{X}(t)$ converges weakly to $\hat{\mathbf{X}}$. Therefore, $\overline{\mathbf{X}}$ is a point mass at $\hat{\mathbf{X}}$, which implies that $\hat{\mathbf{X}}^{\left(n_{k}\right)}$ converges weakly to $\hat{\mathbf{X}}$. Since this holds for any convergent subsequence, the theorem holds.

## Appendix F

Uniform Convergence of the Series (16)
First since $\sum_{i=1}^{\infty} \mathbb{E}\left[\tilde{\gamma}_{i}\right] \leq c$ according to (15) and $\mathbb{E}\left[\tilde{\gamma}_{i}\right] \geq 0$ for all $i$, the sequence $s_{b}=\sum_{i=1}^{b} \mathbb{E}\left[\tilde{\gamma}_{i}\right]$ is bounded above and increasing, so $\bar{s}=\lim _{b \rightarrow \infty} s_{b}$ exits. Therefore, given any $\epsilon$, there exists $\tilde{b}_{\epsilon}$ such that for any $b \geq \tilde{b}_{\epsilon}$,

$$
\begin{equation*}
\sum_{i=b+1}^{\infty} \mathbb{E}\left[\tilde{\gamma}_{i}\right]=\bar{s}-s_{b} \leq \epsilon . \tag{52}
\end{equation*}
$$

Next we establish an upper bound on

$$
\sum_{i=b+1}^{\infty} \mathbb{E}\left[\hat{\gamma}_{i}^{\left(n_{k}\right)}\right]
$$

using the Lyapunov-drift analysis at the steady state. Since

$$
\sum_{i=1}^{\infty} \mathbb{E}\left[\hat{\gamma}_{i}^{\left(n_{k}\right)}\right] \leq c
$$

for any $n_{k}$ and $\mathbb{E}\left[\hat{\gamma}_{i}^{\left(n_{k}\right)}\right]$ is decreasing,

$$
\mathbb{E}\left[\hat{\gamma}_{i}^{\left(n_{k}\right)}\right] \leq \frac{c}{i}
$$

for any $i$ and any $n_{k}$. According to Markov's inequality, we have

$$
\begin{equation*}
\mathbb{P}\left(\hat{\gamma}_{i}^{\left(n_{k}\right)} \geq \frac{d-1}{2 d}\right) \leq \frac{c}{i} \frac{2 d}{d-1} \tag{53}
\end{equation*}
$$

Now consider the $n_{k}$ th system and define a Lyapunov function to be

$$
V(\mathbf{Q}(t))=\sum_{j=1}^{n_{k}}\left(\left(Q_{j}(t)-b+1\right)^{+}\right)^{2}
$$

where $b>0$ and the superscript $\left(n_{k}\right)$ of $Q$ is ignored to simplify the notation. Let $\mathbf{x}, \mathbf{y} \in \mathbb{N}^{n_{k}}$ denote the state of the Markov chains, and $q_{\mathbf{x}, \mathbf{y}}$ denote the transition rate from state x to state y . According to the Foster-Lyapunov theorem for continuous-time Markov chain (see, for example, Theorem 9.1.8 in [15]), we consider

$$
\begin{equation*}
\sum_{\mathbf{y} \neq \mathbf{x}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x})) \tag{54}
\end{equation*}
$$

Recall that $\mathbf{e}_{j}$ is a $1 \times n_{k}$ vector such that $\mathbf{e}_{j}[j]=1$ and $\mathbf{e}_{j}[l]=0$ for any $l \neq j$. Then

$$
\begin{aligned}
& q_{\mathbf{x}, \mathbf{x}-\mathbf{e}_{j}}\left(V\left(\left(\mathbf{x}-\mathbf{e}_{j}\right)^{+}\right)-V(\mathbf{x})\right) \\
&= \begin{cases}0, & \text { if } x_{j} \leq b-1 \\
-1, & \text { if } x_{j}=b \\
-2\left(x_{j}-b\right)-1, & \text { if } x_{j}>b\end{cases} \\
& \leq-2\left(x_{j}-b\right)^{+},
\end{aligned}
$$

which corresponds to a departure at server $j$.
Next define $\Psi_{\mathrm{x}}$ to be the set of possible states of the Markov chain when a batch arrival occurs and the system is in state x. Consider

$$
\sum_{\mathbf{y} \in \Psi_{\mathbf{x}}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x}))
$$

We note that batch-filling is one of the optimal solutions to the following problem:

$$
\begin{array}{lc} 
& \min _{\mathbf{a}} \sum_{k=1}^{d m}\left(\left(a_{k}+x_{k}-b+1\right)^{+}\right)^{2} \\
\text { subject to: } & \sum_{k=1}^{n} a_{k}=m \\
& a_{k} \in \mathbb{N} \quad \forall k
\end{array}
$$

where $\left\{x_{k}\right\}_{k=1, \cdots, d m}$ are the sizes of the probed $d m$ queues. In other words, given $\mathbf{x}$ and the set of $d m$ probed servers, the batch-filling minimize $V(\mathbf{y})$. This can be proved by showing that any task assignment can be modified to the batch-filling solution, by iteratively moving new tasks from large queues to small queues, without increasing the value of the objective function.

Given any $b>2$, we consider the following two cases.

- First consider $\mathbf{x}$ such that

$$
\mathbf{x} \in \Omega_{b}:=\left\{\mathbf{x}: \sum_{j} \mathbb{I}_{x_{j} \leq b-2} \geq n_{k} \frac{d+1}{2 d}\right\}
$$

In other words, at least $(d+1) / 2 d$ fraction of servers with queue size at most $b-2$.
Define $\tilde{\Psi}_{\mathrm{x}}$ to be the set of possible states of the Markov chain under batch-sampling when a batch arrival occurs and the system is in state $\mathbf{x}$, and $\tilde{q}_{\mathbf{x}, \mathbf{y}}$ to be the corresponding transition rate. Since batch-filling minimizes $V(\mathbf{y})$ for any given set of probed server, we have

$$
\sum_{\mathbf{y} \in \Psi_{\mathbf{x}}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x})) \leq \sum_{\mathbf{y} \in \tilde{\Psi}_{\mathbf{x}}} \tilde{q}_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x}))
$$

Now under batch-sampling, a server may receive one (and at most one) task if it is probed. Consider server $j$ such that $x_{j} \geq b-1$. Server $j$ is probed with probability $d m / n_{k}$, and will receive one task if it is among the $m$ least loaded queues in the $m d$ probed queues. Conditioned on server $j$ is probed, define $G_{b-2}$ to be the number of probed servers with queue size at most $b-2$ among the other $d m-1$ servers. According to Hoeffding's inequality for sampling without replacement, we get

$$
\mathbb{P}\left(G_{b-2}<m\right) \leq e^{-\frac{(d-1)^{2}}{2 d} m}
$$

Therefore, we conclude that

$$
\begin{aligned}
& \sum_{\mathbf{y} \in \Psi_{\mathbf{x}}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x})) \\
\leq & \sum_{j} \frac{\lambda n_{k}}{m} \times \frac{d m}{n_{k}} \times e^{-\frac{(d-1)^{2}}{2 d} m}\left(2\left(x_{j}-b+1\right)+1\right)^{+} \\
\leq & \sum_{j} \lambda d e^{-\frac{(d-1)^{2}}{2 d} m}\left(2\left(x_{j}-b\right)^{+}+3\right) .
\end{aligned}
$$

Note that $\left(y_{j}-b+1\right)^{+}=0$ for any queue $j$ such that $x_{j} \leq b-2$ since each server is given at most one task under batch-sampling.

- Consider $\mathbf{x}$ such that $\mathbf{x} \notin \Omega_{b}$, i.e.,

$$
\sum_{j} \mathbb{I}_{x_{j} \leq b-2}<n_{k} \frac{d+1}{2 d}
$$

In this case, we compare batch-filling with the randomized load-balancing algorithm that places $m$ tasks in a set of randomly selected $m$ servers, one for each server. According to the analysis in the proof of Theorem 1, we have

$$
\begin{aligned}
& \sum_{\mathbf{y} \in \Psi_{\mathbf{x}}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x})) \\
& \leq \frac{\lambda n_{k}}{m}\left(m+2 \frac{m}{n_{k}} \sum_{j}\left(x_{j}-b+1\right)^{+}\right) \\
& =\lambda n_{k}+\sum_{j} 2 \lambda\left(x_{j}-b+1\right)^{+} \\
& \leq 3 \lambda n_{k}+\sum_{j} 2 \lambda\left(x_{j}-b\right)^{+}
\end{aligned}
$$

Combining the results above, we have that

$$
\begin{aligned}
& \sum_{\mathbf{y} \neq \mathbf{x}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x})) \\
\leq & \sum_{j}-2\left(1-\lambda \max \left\{1, d e^{-\frac{(d-1)^{2}}{2 d} m}\right\}\right)\left(x_{j}-b\right)^{+}+ \\
& 3 n_{k} \lambda d e^{-\frac{(d-1)^{2}}{2 d} m} \mathbb{P}\left(x \in \Omega_{b}\right)+2 \lambda n_{k} \mathbb{P}\left(x \notin \Omega_{b}\right) .
\end{aligned}
$$

Recall that the Markov chain is positive recurrent according to Theorem 1. Assume the system is in the steady state, then we have

$$
0=\mathbb{E}\left[\sum_{\mathbf{y} \neq \mathbf{x}} q_{\mathbf{x}, \mathbf{y}}(V(\mathbf{y})-V(\mathbf{x}))\right]
$$

which implies that

$$
\begin{aligned}
& \mathbb{E}\left[\frac{1}{n_{k}} \sum_{j}\left(x_{j}-b\right)^{+}\right] \\
\leq & \frac{3 \lambda d e^{-\frac{(d-1)^{2}}{2 d} m} \mathbb{P}\left(\mathbf{x} \in \Omega_{b}\right)+2 \lambda \mathbb{P}\left(\mathbf{x} \notin \Omega_{b}\right)}{2\left(1-\lambda \max \left\{1, d e^{-\frac{(d-1)^{2}}{2 d} m}\right\}\right)} .
\end{aligned}
$$

Now given any $0<\epsilon<1$, define $n_{\epsilon}$ such that for any $n \geq n_{\epsilon}$

$$
\frac{3 \lambda d e^{-\frac{(d-1)^{2}}{2 d} m}}{2(1-\lambda)} \leq \frac{\epsilon}{2} \text { and } d e^{-\frac{(d-1)^{2}}{2 d} m} \leq 1
$$

Such $n_{\epsilon}$ exists because $m=\Theta(\log n)$ and $m$ is increasing function of $n$. Furthermore, define $b_{\epsilon}$ such that for any $b \geq b_{\epsilon}$ and in the steady state of any $n_{k}$ th system,

$$
\frac{2 \lambda \mathbb{P}\left(\mathbf{x} \notin \Omega_{b}\right)}{2(1-\lambda)} \leq \frac{\epsilon}{2}
$$

Such $b_{\epsilon}$ exists, independent of $n_{k}$, due to inequality (53).

Furthermore, we note that

$$
\mathbb{E}\left[\frac{1}{n_{k}} \sum_{j}\left(x_{j}-b\right)^{+}\right]=\sum_{i=b+1}^{\infty} \mathbb{E}\left[\hat{\gamma}_{i}^{\left(n_{k}\right)}\right]
$$

Therefore, given any $0<\epsilon<1$, there exist $b_{\epsilon}$ and $n_{\epsilon}$ such that for any $b \geq b_{\epsilon}$ and $n_{k} \geq n_{\epsilon}$, the following inequality holds:

$$
\sum_{i=b+1}^{\infty} \mathbb{E}\left[\hat{\gamma}_{i}^{\left(n_{k}\right)}\right] \leq \epsilon
$$

Combining the result above and result (52), we conclude that given any $0<\epsilon<1$, for any $n_{k} \geq n_{\epsilon / 2}$ and $b \geq \max \left\{b_{\epsilon / 2}, \tilde{b}_{\epsilon / 2}\right\}$,

$$
\begin{gathered}
\sum_{i=b+1}^{\infty} \mathbb{E}\left[\left|\hat{\gamma}_{i}^{\left(n_{k}\right)}-\tilde{\gamma}_{i}\right|\right] \\
\leq \sum_{i=b+1}^{\infty} \mathbb{E}\left[\hat{\gamma}_{i}^{\left(n_{k}\right)}\right]+\sum_{i=b+1}^{\infty} \mathbb{E}\left[\tilde{\gamma}_{i}\right] \leq \epsilon,
\end{gathered}
$$

which concludes the proof.

## Appendix G

Proof of Corollary 12
To simplify the notation, we assume $k=2$, the analysis for $k>2$ is almost identical and hence omitted here. Now for the $n$th system, we define $\mathcal{S}^{(n)}=\{i: i>2\}$, i.e., the set of all servers except servers 1 and 2 . We consider the following Markov chain $\left(Q_{1}^{(n)}(t), Q_{2}^{(n)}(t), \boldsymbol{\eta}^{(n)}(t)\right)$, where

$$
\begin{aligned}
\eta_{i}^{(n)}(t) & =\frac{\sum_{i \in \mathcal{S}^{(n)}} \mathbf{I}_{Q_{i}^{(n)}(t)=i}}{n-2} \\
& =\frac{\Pi_{i}^{(n)}(t)-\mathbf{I}_{Q_{1}^{(n)}(t)=i}-\mathbf{I}_{Q_{2}^{(n)}(t)=i}}{n-2}
\end{aligned}
$$

i.e., the fraction of servers with queue size $i$ in $\mathcal{S}^{(n)}$. Recall that $Q_{1}^{(n)}(t)$ is the queue length of the first server in the $n$th system, $Q_{2}^{(n)}(t)$ is the queue length of the second server in the $n$th system, and $\hat{Q}_{1}^{(n)}$ and $\hat{Q}_{2}^{(n)}$ are the queue lengths in the steady state. Denote by

$$
\pi^{(n)}(x, y, \boldsymbol{\eta})=\mathbb{P}\left(\left(\hat{Q}_{1}^{(n)}, \hat{Q}_{2}^{(n)}, \hat{\boldsymbol{\eta}}^{(n)}\right)=(x, y, \boldsymbol{\eta})\right)
$$

i.e., the stationary distribution of the Markov chain. For the $n$th system, the global balance equation for a given state $(x, y, \boldsymbol{\eta})$ is

$$
\begin{aligned}
& \pi^{(n)}(x, y, \boldsymbol{\eta}) \sum_{(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) \neq(x, y, \boldsymbol{\eta})} r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) \\
= & \sum_{(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) \neq(x, y, \boldsymbol{\eta})} \pi^{(n)}(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) r_{(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}})}^{(n)}(x, y, \boldsymbol{\eta}),
\end{aligned}
$$

where $r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}})$ is the transition rate from state $(x, y, \boldsymbol{\eta})$ to $(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}})$ in the $n$th system, which further implies that

$$
\begin{align*}
& \sum_{\boldsymbol{\eta}} \sum_{(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) \neq(x, y, \boldsymbol{\eta})} \pi^{(n)}(x, y, \boldsymbol{\eta}) r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) \\
= & \sum_{\boldsymbol{\eta}} \sum_{(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) \neq(x, y, \boldsymbol{\eta})} \pi^{(n)}(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) r_{(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}})}^{(n)}(x, y, \boldsymbol{\eta}) . \tag{55}
\end{align*}
$$

Note that for $(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}})$ such that $\tilde{x}=x$ and $\tilde{y}=y$,

$$
\begin{align*}
& \sum_{\boldsymbol{\eta}} \sum_{\tilde{\boldsymbol{\eta}} \neq \boldsymbol{\eta}} \pi^{(n)}(x, y, \boldsymbol{\eta}) r_{(x, y, \boldsymbol{\eta})}^{(n)}(x, y, \tilde{\boldsymbol{\eta}}) \\
= & \sum_{\boldsymbol{\eta}} \sum_{\tilde{\boldsymbol{\eta}} \neq \boldsymbol{\eta}} \pi^{(n)}(x, y, \tilde{\boldsymbol{\eta}}) r_{(x, y, \tilde{\boldsymbol{\eta}})}^{(n)}(x, y, \boldsymbol{\eta}) \tag{56}
\end{align*}
$$

by exchanging the notations $\boldsymbol{\eta}$ and $\tilde{\boldsymbol{\eta}}$. Furthermore, to transit to a state with $\tilde{x}>x$ and $\tilde{y}>y$, server 1 and server 2 need to be both probed, so

$$
\sum_{\tilde{x}>x, \tilde{y}>y} r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) \leq \lambda \frac{n}{m} \frac{d m(d m-1)}{n(n-1)}=\Theta\left(\frac{m}{n}\right)
$$

which implies that

$$
\begin{equation*}
\sum_{\boldsymbol{\eta}} \pi^{(n)}(x, y, \boldsymbol{\eta}) \sum_{\tilde{x}>x, \tilde{y}>y} r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}})=O\left(\frac{m}{n}\right) \tag{57}
\end{equation*}
$$

since $\sum_{\boldsymbol{\eta}} \pi^{(n)}(x, y, \boldsymbol{\eta}) \leq 1$. Similarly, we have

$$
\begin{equation*}
\sum_{\eta} \sum_{\tilde{x}<x, \tilde{y}<y} \pi^{(n)}(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}}) r_{(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}})}^{(n)}(x, y, \boldsymbol{\eta})=O\left(\frac{m}{n}\right) . \tag{58}
\end{equation*}
$$

## Note that

$$
r_{(x, y, \boldsymbol{\eta})}^{(n)}(x-1, y, \boldsymbol{\eta})=r_{(x, y, \boldsymbol{\eta})}^{(n)}(x, y-1, \boldsymbol{\eta})=1
$$

so

$$
\begin{gather*}
\quad \sum_{\boldsymbol{\eta}} \pi^{(n)}(x, y, \boldsymbol{\eta}) r_{(x, y, \boldsymbol{\eta})}^{(n)}(x-1, y, \boldsymbol{\eta}) \\
=\quad \sum_{\boldsymbol{\eta}} \pi^{(n)}(x, y, \boldsymbol{\eta}) r_{(x, y, \boldsymbol{\eta})}^{(n)}(x, y-1, \boldsymbol{\eta}) \\
=  \tag{59}\\
\sum_{\boldsymbol{\eta}} \pi^{(n)}(x+1, y, \boldsymbol{\eta}) r_{(x+1, y, \boldsymbol{\eta})}^{(n)}(x, y, \boldsymbol{\eta})=\pi^{(n)}(x+1, y), \tag{60}
\end{gather*}
$$

and

$$
\begin{equation*}
\sum_{\boldsymbol{\eta}} \pi^{(n)}(x, y+1, \boldsymbol{\eta}) r_{(x, y+1, \boldsymbol{\eta})}^{(n)}(x, y, \boldsymbol{\eta})=\pi^{(n)}(x, y+1) \tag{61}
\end{equation*}
$$

Now we consider

$$
\begin{aligned}
& \sum_{\boldsymbol{\eta}} \sum_{\tilde{x}>x} \sum_{\tilde{\boldsymbol{\eta}}} \pi^{(n)}(x, y, \boldsymbol{\eta}) r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y, \tilde{\boldsymbol{\eta}}) \\
= & \sum_{\tilde{x}>x} \sum_{\eta} \pi^{(n)}(x, y, \boldsymbol{\eta}) \sum_{\tilde{\boldsymbol{\eta}}} r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y, \tilde{\boldsymbol{\eta}}) \\
= & \pi^{(n)}(x, y) \sum_{\tilde{x}>x} \sum_{\boldsymbol{\eta}} \pi^{(n)}(\boldsymbol{\eta} \mid x, y) \sum_{\tilde{\boldsymbol{\eta}}} r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y, \tilde{\boldsymbol{\eta}}) \\
= & \pi^{(n)}(x, y) \sum_{\tilde{x}>x} \mathbb{E}_{\boldsymbol{\eta}}\left[r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y) \mid x, y\right],
\end{aligned}
$$

where $r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y)=\sum_{\tilde{\boldsymbol{\eta}}} r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y, \tilde{\boldsymbol{\eta}})$.

Note that

$$
\begin{aligned}
& r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y)= \\
& \mathbb{E}\left[\left.\min \left\{1,\left(\frac{\frac{1}{d}-(\tilde{x}-1-x)-\sum_{j=0}^{\tilde{x}-2}(\tilde{x}-1-j) \frac{X_{j}}{d m}}{1+\sum_{j=0}^{\tilde{x}-1} \frac{X_{j}}{d m}}\right)^{+}\right\} \right\rvert\, \boldsymbol{\eta}\right] \\
& -\mathbb{E}\left[\left.\min \left\{1,\left(\frac{\frac{1}{d}-(\tilde{x}-x)-\sum_{j=0}^{\tilde{x}-1}(\tilde{x}-j) \frac{X_{j}}{d m}}{1+\sum_{j=0}^{\tilde{x}} \frac{X_{j}}{d m}}\right)^{+}\right\} \right\rvert\, \boldsymbol{\eta}\right],
\end{aligned}
$$

which implies that

$$
\begin{aligned}
& \mathbb{E}_{\boldsymbol{\eta}}\left[r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y) \mid x, y\right]= \\
& \mathbb{E}\left[\min \left\{1,\left(\frac{\frac{1}{d}-(\tilde{x}-1-x)-\sum_{j=0}^{\tilde{x}-2}(\tilde{x}-1-j) \frac{X_{j}}{d m}}{1+\sum_{j=0}^{\tilde{x}-1} \frac{X_{j}}{d m}}\right)^{+}\right\}\right] \\
& -\mathbb{E}\left[\min \left\{1,\left(\frac{\frac{1}{d}-(\tilde{x}-x)-\sum_{j=0}^{\tilde{x}-1}(\tilde{x}-j) \frac{X_{j}}{d m}}{1+\sum_{j=0}^{\tilde{x}} \frac{X_{j}}{d m}}\right\}\right]\right.
\end{aligned}
$$

It is easy to show that $X_{j} / d m$ converges weakly to $\hat{\gamma}_{i}$ because $\boldsymbol{\eta}$ converges weakly to $\hat{\gamma}$. Hence, we have

$$
\lim _{n \rightarrow \infty} \mathbb{E}_{\boldsymbol{\eta}}\left[r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y) \mid x, y\right]=q_{x, \tilde{x}}(\hat{\gamma}), \quad x<\tilde{x} \leq \bar{Q}_{B F}
$$

and

$$
\lim _{n \rightarrow \infty} \sum_{\tilde{x}>\bar{Q}_{B F}} \mathbb{E}_{\boldsymbol{\eta}}\left[r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y) \mid x, y\right]=0, \quad x<\bar{Q}_{B F},
$$

where $q_{x, \tilde{x}}(\hat{\gamma})$ and $\bar{Q}_{B F}$ are defined in Lemma 2. Since $0 \leq$ $\pi^{(n)}(x, y) \leq 1$ and $0 \leq \mathbb{E}_{\boldsymbol{\eta}}\left[r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y) \mid x, y\right] \leq d \lambda$, we can conclude that

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sum_{\boldsymbol{\eta}} \sum_{\tilde{x}>x} \sum_{\tilde{\boldsymbol{\eta}}} \pi^{(n)}(x, y, \boldsymbol{\eta}) r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y, \tilde{\boldsymbol{\eta}}) \\
= & \lim _{n \rightarrow \infty} \pi^{(n)}(x, y) \sum_{\tilde{x}>x} \mathbb{E}_{\boldsymbol{\eta}}\left[r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y) \mid x, y\right] \\
= & \lim _{n \rightarrow \infty} \pi^{(n)}(x, y) \sum_{\bar{Q}_{B F} \geq \tilde{x}>x} \lim _{n \rightarrow \infty} \mathbb{E}_{\boldsymbol{\eta}}\left[r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y) \mid x, y\right] \\
& +\lim _{n \rightarrow \infty} \pi^{(n)}(x, y) \lim _{n \rightarrow \infty} \sum_{\tilde{x}>x \geq \bar{Q}_{B F}} \mathbb{E}_{\boldsymbol{\eta}}\left[r_{(x, y, \boldsymbol{\eta})}^{(n)}(\tilde{x}, y) \mid x, y\right] \\
= & \pi(x, y) \sum_{\bar{Q}_{B F} \geq \tilde{x}>x} q_{x, \tilde{x}}(\hat{\gamma}) .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
& \lim _{n \rightarrow \infty} \sum_{\boldsymbol{\eta}} \sum_{\tilde{x}<x} \sum_{\tilde{\boldsymbol{\eta}}} \pi^{(n)}(\tilde{x}, y, \tilde{\boldsymbol{\eta}}) r_{(\tilde{x}, \tilde{y}, \tilde{\boldsymbol{\eta}})}^{(n)}(x, y, \boldsymbol{\eta}) \\
= & \sum_{\tilde{x}<x \leq \bar{Q}_{B F}} \pi(\tilde{x}, y) q_{\tilde{x}, x}(\hat{\gamma}) .
\end{aligned}
$$

Summarizing the results above, (55) implies that

$$
\begin{aligned}
& \pi(x, y)\left(\sum_{\bar{Q}_{B F} \geq \tilde{x}>x} q_{x, \tilde{x}}(\hat{\gamma})+\sum_{\bar{Q}_{B F} \geq \tilde{y}>y} q_{y, \tilde{y}}(\hat{\gamma})\right) \\
= & \sum_{\tilde{x}<x \leq \bar{Q}_{B F}} \pi(\tilde{x}, y) q_{\tilde{x}, x}(\hat{\gamma})+\sum_{\tilde{y}<y \leq \bar{Q}_{B F}} \pi(x, \tilde{y}) q_{\tilde{y}, y}(\hat{\gamma}) .
\end{aligned}
$$

It is easy to verify the equation above is the detailed balance equation for two independent and identical Markov chains with
transition rates given in Lemma 2, and the unique solution therefore is $\pi(x, y)=\hat{\pi}_{x} \hat{\pi}_{y}$ for $\hat{\boldsymbol{\pi}}$ defined in (4). This means that queue 1 and queue 2 are independent in the large-system limit.
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