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Proposed Method

Problem of Deep Learning

The success of deep learning in various applications is typically reliant
on the assumption that train (source domain) and test (target domain)
data distributions are the same. Many real-world environments are
highly dynamic, hence we need timely adaptation to the target
domain.

Source-Free Adaptation
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Experiments: Semantic Segmentation

Proposed Setup

Setup Source data Target data

Domain adaptation 𝐿𝑠 𝑈𝑡

𝑘-shot domain adaptation 𝐿𝑠 𝐿𝑠𝑝𝑡 ⊂ 𝐿𝑡

Source-free domain adaptation - 𝑈𝑡

Test-time adaptation - Mini-batch 𝑈𝑡

Source-free 𝒌-shot adaptation - 𝑳𝒔𝒑𝒕 ⊂ 𝑳𝒕

(𝐿𝑑 and 𝑈𝑑 denote labeled and unlabeled dataset for domain 𝑑.)

Pre-Trained Model: ℎ𝑠: 𝑋𝑠 → 𝑌𝑠 trained on source domain 𝑠

Target Domain 𝒕: 𝑘−shot support set 𝐿𝑠𝑝𝑡 ⊂ 𝐿𝑡

• Stronger constraints: Labeled support set provides supervision

• Practical: Low requirement on target availability; No restriction on
size and class composition of mini-batches during inference

Experiments: Image Classification

Evaluation is conducted on datasets covering style shift, synthetic-to-
real shift and change in data collection environments.

Comparison with Test-Time Adaptation

(𝛼 is the ratio of samples in the largest to smallest class.)

Comparison with Few-Shot Transfer Learning

Evaluation by transferring from GTAV synthetic source domain to real or
photo-realistic target domain with total 5 support samples.

Linear Combination Coefficients for BN Statistics (LCCS)

Combination of BN statistics can be interpreted as style mixing

Models are adapted with significantly fewer learnable parameters

• 𝛾𝑠, 𝛽𝑠 ∈ ℝ𝐶×1: Source domain BN parameters in pre-trained model
• 𝜇𝑠, 𝜎𝑠 ∈ ℝ𝐶×1: Source domain BN statistics in pre-trained model
• 𝑀𝑠𝑝𝑡 , 𝛴𝑠𝑝𝑡 ∈ ℝ𝐶×𝑛: 𝑛 basis vectors of support set feature statistics
• 𝜂𝑠, 𝜌𝑠 ∈ ℝ, 𝜂𝑠𝑝𝑡 , 𝜌𝑠𝑝𝑡 ∈ ℝ𝑛: Learnable LCCS parameters
Objective: minimize 𝐿 𝜂, 𝜌 = −σ 𝑥,𝑦 ∈𝐿𝑠𝑝𝑡 𝑦 𝑙𝑜𝑔 ℎ(𝑥; 𝜂, 𝜌)

෤𝜇𝑜𝑝𝑡 ≈ 𝜇𝐿𝐶𝐶𝑆 = 𝑀𝜂 = 𝜇𝑠𝜂𝑠 +𝑀𝑠𝑝𝑡𝜂𝑠𝑝𝑡
෤𝜎𝑜𝑝𝑡 ≈ 𝜎𝐿𝐶𝐶𝑆 = 𝛴𝜌 = 𝜎𝑠𝜌𝑠 + 𝛴𝑠𝑝𝑡𝜌𝑠𝑝𝑡

𝑓(𝑍; 𝜇𝐿𝐶𝐶𝑆, 𝜎𝐿𝐶𝐶𝑆, 𝛾𝑠, 𝛽𝑠) =
𝑍 − 𝜇𝐿𝐶𝐶𝑆
𝜎𝐿𝐶𝐶𝑆

𝛾𝑠 + 𝛽𝑠

Target image Ground truth ISW (SOTA) ISW + LCCS

Network # params # BN params # LCCS params
(𝒏 = 𝟏)

ResNet-18 12 million 9,600 80

ResNet-50 26 million 53,120 212

ResNet-101 45 million 105,344 416

DenseNet-121 29 million 83,648 484

Re-parameterizing BN operation

𝑓 𝑍; 𝜇𝑡, 𝜎𝑡 , 𝛾𝑡 , 𝛽𝑡 =
𝑍 − 𝜇𝑡
𝜎𝑡

𝛾𝑡 + 𝛽𝑡 =
𝑍 − 𝜇𝑡
𝜎𝑡

𝛾𝑡
𝛾𝑠
𝛾𝑠
+ 𝛽𝑡 + 𝛽𝑠 − 𝛽𝑠

=
𝑍 − ෤𝜇𝑜𝑝𝑡
෤𝜎𝑜𝑝𝑡

𝛾𝑠 + 𝛽𝑠 = 𝑓(𝑍; ෤𝜇𝑜𝑝𝑡, ෤𝜎𝑜𝑝𝑡 , 𝛾𝑠, 𝛽𝑠)

Optimal target domain BN layer can be obtained by optimizing only 
adaptation statistics ෤𝜇𝑜𝑝𝑡 , ෤𝜎𝑜𝑝𝑡 in pre-trained source model

We propose a low-dimensional approximation of ෤𝜇𝑜𝑝𝑡, ෤𝜎𝑜𝑝𝑡
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