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Flaw of Existing Domain Alignment Approach
• A core strategy is to align all source domains in a common representation space.

• Assumption to learn “domain-invariant” features: For every domain pair 𝑑(𝑖) and 𝑑(𝑗), for every 𝑥(𝑑
(𝑖)), ∃ 𝑥(𝑑

(𝑗)) such

that 𝑃𝑖 𝑌 𝑥(𝑑
𝑖 ) = 𝑃 𝑌 𝑓(𝑥(𝑑

𝑖 ); Θ) = 𝑃 𝑌 𝑓(𝑥(𝑑
𝑗 ); Θ) = 𝑃𝑗 𝑌 𝑥(𝑑

𝑗 ) where 𝑓 𝑥; Θ are features.

• When assumption is invalid, aligning implies that a 𝑥(𝑑
(𝑗)) where 𝑃𝑖 𝑌 𝑥(𝑑

𝑖 ) ≠ 𝑃𝑗 𝑌 𝑥(𝑑
𝑗 ) will be aligned to 𝑥(𝑑

(𝑖)).

Problem of Deep Learning
Deep learning has widely acclaimed performance in various applications. Yet, its success is typically reliant on the
assumption that train (source domains) and test (target domain) data are sampled from the same distribution. Many
real-world environments are highly dynamic, making test samples to be out of distribution.

Domain Generalization
Domain generalization aims to realize more practical
and robust models deployable in the wild. Multiple
source domains are leveraged to directly generalize to
unseen domains with new data distributions. Domain
generalization in time series classification has
important applications, but limited existing literature
and evaluation.

Main Contributions
• Weakens the assumption in existing domain alignment approach by considering inter-domain relationships and

selectively enforcing prediction consistency between closely-related source domains.

• Model-agnostic and easy to implement with data augmentation and logit regularization on top of empirical risk
minimization.

• Demonstrates better or competitive classification accuracy and calibration compared to existing methods.

Method
Overall objective: 𝐿 Θ,Ψ = 𝐿𝐶𝐸 Θ,Ψ + 𝜆Ω Θ,Ψ

(a) Selective cross-domain consistency regularization
• Learn model parameters such that class-conditional 

predictions 𝑃 𝐺 𝑌 = 𝑃 ℎ 𝑓 𝑋; Θ ;Ψ 𝑌 is invariant for 
closely-related domains

• Ω Θ,Ψ = σ
𝑑 𝑖 σ𝑑 𝑗 𝑤 𝑑 𝑖 , 𝑑 𝑗 σℓ ҧ𝑔 𝑑 𝑖 ,ℓ − ҧ𝑔 𝑑 𝑗 ,ℓ
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Setup
For each source domain 𝑑, samples are drawn from a 
domain-dependent distribution 𝑥, 𝑦 ~𝑃𝑑(𝑋, 𝑌); 𝑥 is 
input series and 𝑦 is one-hot vector of class label in 𝐿
classes. 

Model consists feature extractor 𝑓 parameterized by 
Θ that yields features 𝑧 = 𝑓 𝑥; Θ , and classifier ℎ
parameterized by Ψ that yields logits 𝑔 = ℎ(𝑧;Ψ). 
Estimated soft labels are 𝑠 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑔).

Bearings Fault Detection (vibration sensor 
signals)

• 10 classes: 9 faulty classes, 1 healthy class

• 8 domains: 4 loading torques x 2 bearing 
locations

MIMIC-III Mortality Prediction (vital signs)

• 2 classes

• 4 domains: 4 age groups

Human Activity Recognition (device motion 
sensor signals)

• 6 human activity classes

• 12 domains: 3 users x 4 phone models

Visualization of Learned Domain 
Relationships 

Ablation Study:

Generalization Performance:
• Classification performance: accuracy
• Model calibration: expected calibration error (ECE)
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Bearings 

Human Activity Recognition

Classification Accuracy Loss and Average Computation Time

Further Analysis with Different Cluster Assignments:

Source domains Target domain

Domain A Domain B Domain C Domain D

(b) Estimating domain similarity 𝑤

• Metadata based similarity: use domain descriptions 
to group domains

• Learned similarity: 

𝑤𝑙𝑒𝑎𝑟𝑛𝑒𝑑 𝑑 𝑖 , 𝑑 𝑗 =
1

𝐿


ℓ

exp
− ҧ𝑔 𝑑 𝑖 ,ℓ − ҧ𝑔 𝑑 𝑗 ,ℓ
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(c) Domain-wise time series augmentation 

• Sample augmentation function from pre-built 
library of augmentations

• Simulates potential test-time domain shiftsDomain similarity
Class-conditional 
domain logit centroid

Cross-entropy task loss
Selective cross-domain 
consistency regularization

(a)

(b)
(c)

Fraction of runs domain 𝑗 is the nearest 
neighbor of domain 𝑖

Good cluster assignments are critical for 
good performance.

Training loss converges and computation 
time per iteration is low.


